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i. Introduction

This is the final report on the research program on "Radar Target

Discrimination and Identification Using Extinction-Pulses and Single-Mode

Extraction Pulses," supported by Defense Advanced Research Projects Agency,

Office of Naval Research and Office of Naval Technology under Contract N00014-87-

K-0336. This program was initiated on June 1, 1987 and ended on January 31,

1991.

The goal of this research program is to develop an efficient new radar

..... t discrimination and i .. d scheme based on the natural frequencies

of the target. It consists of synthesizing aspect-independent discriminant

signals including Extinction-pulses (E-pulses) and Single-mode extraction pulses

(S-pulses) which, when convolved numerically with late-time transient response

of an expected target, lead to zeLo ro single-mode responses. When the

synthesized discriminant signals for an expected target are convolved with the

radar return from a different target, the resulting signals will be significantly

different from the expected zero or single-mode responses, thus, the differing

targets can be discriminated.

In this program, we have firmly established the feasibility and efficiency

of this E/S pulse scheme through experimental and theoretical studies. The

unique characteristics of this scheme, the aspect-independence and noise-

insensitivity, have been demonstrated. The scheme was also found to have

potentiality of detecting and identifying low observable targets and rotating

targets such as helicopters. For this program we have constructed new

experimental facilities which include a new ground-plane time-domain scatteril6

range and a new free-field anechoic chamber scattering range. These scattering

ranges covering an area of 100' x 50' were constructed in a new Electromagnetics

Laboratory in a newly built Engineering Research Complex. These scattering

ranges have produced many good experimental results. We are now probably one of

the few universities that are equipped with both types of scattering ranges.

We will describe in this report major accomplishments of this research

program. They are (1) theory of E/S pulse techniques, (2) ground-plane time-

domain scattering range, (3) free-field anechoic chamber scattering range, (4)

noise-insensitivity of the E/S pulse scheme, (5) discrimination of helicopters

with the E/S pulse scheme, (6) detection and identification of low observable

targets, (7) effect of aspect variation on multi-pulse coherent processing, (8)

discrimination of multiple targets in the same range cell, an-' (9) power

I.



requirement for a pulsed radar system.

Some reprints of published papers and some preprints of submitted papers

reporting details of various topics studied under this research program are

included in Appendices. A list of publications and personnel participated in

this research are also included.
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2. Theory for E/S-pulse technique

In its broadest definition, an extinction pulse is a waveform of finite

duration Te which, upon interaction with a particular target, eliminates from its

induced current, charge or scattered field response a preselected portion of the

target's natural mode spectrum. If the remaining portion is a single damped

sinusoid, the E-pulse is termed a "single-mode extraction signal" or "S-pulse".

Synthesis conditions for the E-pulse waveform can be easily establisht.

The scattered field response of a conducting object can be written in the late-

time as a sum of damped sinusoids

N

r(E) - aneat Cos(Wnt+4n) t> TL  (1)
r-1

where TL is the beginning of the late-time response, an and on are the aspect

dependent amplitude and phase of the nth mode, s-C+jw, and only N modes are

assumed excited by the incident field waveform. The convolution of an E-pulse

waveform e(t) with the above response is given by

N

C(C) - E anE(sn)Jeat cosS(Ont+*n) (2)
n-1

where Tn is dependent on e(t) and

E(s) - L e(t)} - fe(t) e-stdt (3)
0

is the Laplace transform of the E-pulse. Constructing an E-pulse to produce a

null late-time convolved response, c(t)-O, is seen to require

E(S n ) - E(S1 ) - 0 (4)

In other words, the E-pulse must have zero spectral energy at the natural

frequencies in the target response. A single mode extraction signal necessitates

E(s n ) - E(S*) - 0 1 n N, n~m (5)

3



to leave the mth mode "unextinguished" in the convolved response. Alternatively,

the conditions (5) can be applied along with

E(S) - E(s;) (6)

to give a "cosine" S-pulse or with

E(Sm) - E(S;) (7)

to give a "sine" S-pulse.

To implement the above synthesis requirements, the E-pulse is represented

as

e(t) - el(t) +ee(t) (8)

where ef(t) is a forcing component which excites the target's response, and ee(t)

is an extinction component which extinguishes the response due to ef(t). The

forcing component is chosen freely, while the extinction component is expanded

in a set of basis functions

M
ee(t) - (9)

M-1

and the synthesis conditions are applied. For an E-pulse designed to extinguish

all the modes of a target response, (4) results in a matrix equation for the

basis function amplitudes

F, (sj) f2 (S2 ) ...-fm(sj) Ef (sj)

F (SN) F2 (S N) FM( SN) 2 E sN) (10)

F(s) F2 (S ... Fe(s) Ef(S)

where

4



F.(S) - L{fm(t)}

Ef(s) - L{et(t)} (11)

and M-2N is chosen to make the matrix square. Note that if a DC offset artifact

is present in the measured response the E-pulse can be synthesized to remove the

DC by demanding, in addition to the above requirements, E(s-0)-0.

The matrix equation (10) has a solution for any choice of E-pulse duration.

However, for some choices of Te the determinant of the matrix vanishes and (1)

has a solution only if ef(t)-0. This type of E-pulse is termed a "natural" E-

pulse, while all others are called "forced" E-pulses.

A variety of basis functions have been used in the expanzion (8), including

delta-functions, Fourier cosines, damped sinusoids and polynomials. While each

choice has its own important motivation, perhaps the most versatile expansion is

in terms of subsectional basis functions

m {g(t-[m-1]A) (m-1) A t~m (12)

0 elsewhere

so that Te-2NA and

F,(S) - F1 (s) e5A ZM (13)

where

Z - e-IA (14)

giving a matrix of the Vandermonde type. The determinant of this matrix is zero

when

A - E p-1,2,3, .... 1 kN (15)(ak

revealing thac the duration of a natural E-pulse is only dependent upon the

imaginary part of one of the natural frequencies. The minimum natural E-pulse

duration is just

T. - 2N - - E-  (16)
Wmax

5



where wx is the la *st radian frequency among the modes.

The proper chc ;e of Te in the synthesis of an E-pulse is critical to its

performance. Empirical results show that if T. is chosen to be less than the

minimum natural E-pulse duration (16) the resulting E-pulse waveform is highly

oscillatory with a majority of its energy above wx and poor results are

obtained in the presence of random noise.

Discrimination among radar targets is based upon the ability to

differentiate the convolution of the correct E-pulse with a measured target

waveform from the myriad of other convolutions. As the number of prospective

targets becomes large, a visual inspection of the convolved outputs becomes more

subjective, and eventually impractical. A scheme has therefore been devised to

automate the discrimination decision.

Ideally, if the E-pulse convolutions were uncorrupted, the energy ratio

f c2 (t) dt

E- 7*M (17)T,

fe ( ) dt

would be zero only for the correct E-pulse. Here c(t) is the convolution of the

E-pulse e(t) with the measured response, and TLEs is the earliest time at which

the unknown target convolution is certain to be a unique eeriep of na'ira1 modes

TLEs - T. + 2T, (18)

where Tr is the one-way transit time of the largest dimension of the target

corresponding to the E-pulse. (The largest dimension must be used unless the

target aspect is known.) The end of the energy window, TLEE, is chosen so that

the window width, TLEE -TLES, is the same for all convc .utions.

If the convolutions are corrupted with noise, the convolution with the

smallest energy ratio corresponds to the correct target. The difference in dB

between the smallest energy ratio and the next smallest gives a measure of the

confidence of the discrimination decision, and is called the "E-pulse

discrimination ratio" (EDR).

6



A similar approach can be applied to discrimination based on S-pulse

waveforms. Here a discrimination decision is based on recognizing a pure single

mode signal among a multitude of multi-mode signals.

Consider the convolution of an S-pulse with a return from the expected

target. During a finite time period between the onset of late-time and the end

of the measured return the convolved output will be a single damped sinusoid of

unknown amplitude and phase (depending on target aspect) but known complex

frequency. Using the outlined synthesis scheme it is possible to create both

sine and cosine S-pulses which result in output convolutions cc(t) and c,(t) with

identical unknown amplitudes and unknown phases differing by 900

c,(t) - Aeao°cos(W°t+) (19)

c,(t) - Aeaotsin(tw )

which can be combined to form the complex exponential

C(t) - cc(t)-jcs(t) - Ae-j*eo°'e -J °  (20)

These outputs are analyzed for expected single-mode content ip an approach

inspired by the matched filtering concept. Define the S-Pulse energy ratio

~fIC (w) IIF())Idw~

PC( W)12 fIF() 2 d

where C(w) is the Fourier spectrum (obtained via the FFT) of C(t), and F(w) is

the analytic spectrum of the expected complex exponential, taken over the same

finite time interval. It is apparent that the energy ratio takes on a maximum

of unity when the convolved output matches the expected signal. Thus, if the

convolutions are corrupted with noise, the ratio closest to unity corresponds to

the correct target. The difference in dB between the energy ratio closest to

unity and the ratio n:xt closest give- a measure of the confidence of the

discrimination decision, and is called the "S-pulse discrimination ratio" (SDR)

7



Note that the unknown phase of the convolved output is inconsequential since only

the spectral magnitude is involved.

Finally, the results from E-pulse and S-pulse discrimin=zion can be

combined into an overall confidence ratio DR-EDR(dB)+SDR(dB).

8



3. Ground-plane time-domain scattering range.

The layout of the ground-plane time-domain scattering range and the

free-field anchoic chamber scattering range is shown schematically in Fig.

i. These two scattering ranges are located adjacent to each other and the

arrangement of other instrumentations including a pulse generator, a

sampling oscilloscope and a computer system are also depicted in Fig. 1.

The ground-plane time-domain scattering range implements antennas and

target models imaged on a 20 by 32 ft. ground plane which was assembled from

4 by 8 ft. modules. A large monoconical antenna, with height 2.4 m, apex

angle 160 and characteristic impedance 160 ohms, is used as the transmitting

antenna to radiate narosecond EM pulses. A long wire antenna of length 2.4

m and diameter 1/4 inch. is used as the receiving antenna to receive the

scattered fields form the targets. It is noted that a short monopole probe

has been used previously as the receiving antenna. The replacement of a

short monopole probe with a long wire antenna led to an improvement on the

signal to -nise ratio of the measured scattered fields from the :argets.

Scale models of various airplanes have been constructed, and they can be

placed at various locations on the ground plane to be illuminated by the EM

pulses radiated by the transmitting antenna, and their scattered fields

received by the receiving antenna. A narosecond EM pulse generator

(Tektronix 109 mercury-switched pulse generator) is used to excite the

transmitting antenna. This pulse generator produces pulses of 100 ps

risetime and duration between lns and 1 ps with amplitudes as great as 500

volts at 1 KHz repetition rate.

The scattered fields or pulse responses from the targets are sampled

and measured using a Tektronix 7854 digital waveform processing sampling

oscilloscope (DWPSO). The DWPSO automatically acquires and averages

multiple target response waveforms, and implements intial signal processing

operation such as interpolation, smoothing and integration. An IEEE GPIB

interface links the DWPSO with an IBM-AT compatible microcomputer. Software

programs executed on the imic.rocomputer transfer data from the DWPSO waveform

memories to computer RAM, and subsequently to hard-disk storage. After the

measured scattered fields from the targets are transferred from the DWPSO to

the computer, they are numerically convolved with the discriminant signals

9
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of the targets stored in the computer. The convolved outputs are then

displayed on the computer monitor.

A photograph of the ground-plane scattering range is shown in Fig. 2.

Using this improved ground-plane scattering range, numerous experiments have

been conducted and very good results have been obtained. One set of typical

results is described here.

We aimed to discriminate and then identify among four different target

models; (1) a medium size B707 model of length 33 cm, (2) a medium size T-15

model (home made and arbitrarily named) of length 30 cm, (3) a big B707

model of length 64.5 cm and (4) a big F-18 model of length 72 cm as shown in

Fig. 3. The E-pulses of these four models have been synthesized as shown in

Fig. 4, and they were stored in the computer. The scattered fields or the

pulse responses of these four targets measured at certain aspect angles are

shown in Fig. 5. It is observed that these scattered fields consists of

large early-time responses followed by oscillatory late-time responses. The

shapes of these scattered fields are strongly dependent on the aspect angle

and it is impossible to identify the targets from these scattered fields.

However, when these scattered fields are convolved with the E-pulses of four

different targets in such a way as depicted in Fig. 3, the targets can be

easily and clearly identified.

Figure 6 shows the four convolved output signals when the scattered

field of the medium B707 model was convolved with four E-pulses of the four

different targets. It is observed that the convolved output of this

scattered field with E-pulse of the medium B707 model (the same target) give

a very small signal (almost a flat line) in the late-time period. On the

othp: hand, the convolved outputs of this scattered field with the E-pulses

of three other targets (wrong targets) all give large late-time responses.

Thus, it is very easy to identify from these results that the scattered

field belongs to the medium B-707 model.

Figure 7 shows the four convolved output signals when the scattered

field of the medium T-15 model was convolved with four E-pulses of the four

different targets. From the convolved output signal with a very small late-

time response (almost a flat line), which is the convolved output of the

scattered field with the E-pulse of the medium T-15 model, it is easy to

identify that the measured target is the medium T-15 model.

11
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Transmitting Receiving
Antenna Antenna

Target

power in response to

Convolution Convolution Convolution Convolution

E-Pulse E-Pulse E-Pulse E-Pulse
for for for Ifor

Target I Target 2 Target 3 Target 4

Computer
Display

64.5 cf--j - 72 cm

k-33cm -30cmA

Target I Target 2 Target 3 Target 4
Medium B-707 Medium T-15 Big B-707 Big F-18

Fig. 3 Convolution process of a target response with the
E-pulses of four different target models.
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The E-Pulse Waveforms of Four Different Airplane Models
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The Scattered Waveforms of Four Different Airplane Models
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The Scattered Waveform of Medium B707 Convolved with Different E-Pulses

1.15- o Cccv. with E-Pulse of Medium B707 model
0 Conv, with E-Pulze of Medium T-15 model
0 Conv, with B-Pulse of Big B707 model

4 V Cony, with B-Pulse of Big F-18 Model
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6 Op

Relative9 o.
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-0.85- *: K un
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Fig. 6. Convolution of the scattered field of the medium
B-707 model with the E-pulses of medium B-707 model,
medium T-15 model, big B-707 model and big F-I8 model.



The Scattered Waveform of Medium T-1IS Convolved with Different E-Pulses

1.150 Cony. with E-PuLse of Medium B707 model
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*'. !" * Conv, with E-Pulse of Big B707 zmodel
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Timemi ns

Fig. 7. Convolution of the scattered field of the medium T-15 model
with the E-pulses of medium B-707 model, medium T-15 model,
big B-707 model and big F-18 model.
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Figure 8 shows the four convolved output signals when the scattered

field of the Big B-707 model was convolved with the E-pulses of the fc Ir

different targets. Again it is very easy to identify the target being

measured as the big B-707 model from the convolved output of this scattered

field with the E-pulse of the big B-707 model. Figure 9 shows the similar

results when the scattered field of the big F-18 model was convolved with

the E-pulses of the four different targets. From the convolved output

signal with a flat late-time response, the target in question can be easily

identified as the Big F-18 model.

We believe that these results are very convincing proofs for the

feasibility and practicality of our target discrimination and identification

scheme.

18



The Scattered Waveform of Big B707 Convolved with Different E-Pulses
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The Scattered Waveform of Big F-18 Convolved with Different E-Pulses
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Fig. 9. Convolution of the scattered field of the big F-18
model with the E-pulses of medium B-707 model,
medium T-15 model, big B-707 model and big F-18 model.
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4. Free-field anechoic chamber scattering range.

A time domain chamber has been recently established at MSU for the purpose

of demonstrating the E-pulse technique in a free-field environment. The chamber

allows a simulation of the free-space radar environment where realistic scale-

model targets can be illuminated at arbitrary aspect and polarization.

Figure 10 shows a schematic diagram of the MSU free field experimental

facility. The chamber is 24' long by 12' wide by 12' high and is lined with 12"

pyramidal absorber. A pulse generator provides a half nanosecond duration pulse

to an American Electronic Laboratories model H-1734 wideband horn (0.5-6 Ghz)

which has been resistively loaded to reduce inherent oscillations, and the field

scattered from the radar target is received by an identical horn. A

microcomputer controls a waveform processing oscilloscope which acquires the

received signal and passes it to the computer for processing and analysis.

Accurate discrimination among eight different target models at a variety

of aspects has been demonstrated using the free field range. The targets, shown

in Figure 11, include simple aluminum models as well as detailed cast-metal

models, and range in fuselage length of from six to eighteen inches. Figure 12

shows the responses of the big F-15 and A-10 target models measured at a 45°

aspect angle (0° aspect is nose-on to the horn antennas), with the early and

late-time portions of the responses indicated. Note that the late-time period

begins at different times for the two targctz, due to their dissimilar sizes.

E-rulse waveforms have been constructed to eliminate all the modes of each target

using the E-pulse mode extraction scheme (see Appendix I) with measurements from

five different aspect angles. These waveforms are shown in Figure 13.

Discrimination between the big F-15 and the A-10 can be accomplished by

convolving the E-pulses with the measured responses, and observing which E-pulse

produces the smallest late-time output. First assume the 450 response of the big

F-15 is from an unknown target. Figure 14 shows the convolutions of the two E-

pulses with the response. Clearly the big F-15 E-pulse produces the smaller

late-time signal, and thus the response is identified as coming from a big F-15

aircraft. For the complimentary situation, assume the 450 response of the A-10

is from an unknown target. Figure 15 shows the convolutions of the E-pulses with

this response. In this case the A-10 E-pulse produces the smaller late-time

signal, indicating the response is from an A-10 aircraft.

It is apparent that discrimination among radar targets is based on the

21
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Figure 10 MSU free field experimental facility and
associated equipment.
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113"

10"

B-1 bomber (F18)
(BiB) medium 707(F8

(1B707)

7. S 8.5"

20" small 707
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6 0 P 0
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Figure 11. Eight target models used in discrimination experi-
ments in the free-field chamber scattering range.
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Figure15. Convolution of the big F-15 E-Pulse (dashed line)

and the A-10 E-pulse (solid line) with the 45

response of the A-10.
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ability to differentiate the convolution of the correct E-pulse with a measured

target waveform from the myriad of other convolutions. As the number of

prospective targets becomes large, a visual inspection of the convolved outputs

becomes more subjective, and eventually impractical. A scheme has therefore been

devised to automate the discrimination decision.

Ideally, if the E-pulse convolutions were uncorrupted by noise, the energy

ratio

To
f cz(t) dt

E = (1)

f e 2 (t) dt
0

would be zero only for the correct E-pulse. Here c(t) is the convolution of the

E-pulse e(t) with the measured response, T. is the E-pulse duration and TLW is

the earliest time at which the unknown target convolution is CERTAIN to be a

series of natural modes

TLW = T. + 2Tr (2)

where T. is the one-way transit time of the largest dimension of the target

corresponding to the E-pulse. (The largest dimension must be used if the target

aspect is unknown.) The end of the energy window, TLEE, is chosen so that the

window width, TLE-TLE, is the same for all convolutions.

Discrimination among all eight target models can now be demonstrated using

the energy ratio (1) as the single discriminant factor. Begin by assuming the

response of the big F-15 is from an unknown target. To show that successful

discrimination is possible regardless of target aspect, E-pulses for the eight

targets have been convolved with the responses of the big F-15 measured at five

different aspect angles from 0' (nose-on) to 900 (broadside). The energy ratio

(1) has been plotted as a function of aspect angle in Figure 16 for each expected

target. It is cbvious that for all aspects tested the big F-15 produces the

smallest late-time convolved response, with a minimum 10 dB difference in late-

time energy. Thus, the big F-15 is identified from among all the possible

targets at each aspect angle.
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Figure 16. Late-time energy from convolution of eight target
E-pulses with responses of big F-15 measured at
various aspect angles.

29



Finally, discrimination among all eight targets can be demonstrated when

any of the eight is the unknown target. Table 1 shows the energy ratios (1)

obtained by assuming that each target is in turn the unknown target and

convolving the E-pulses for each of the eight expected targets with the response

of the unknown target. Here the target responses were all measured at 450

aspect. Accurate discrimination for each target is indicated by the minimum

energy ratio being due to the E-pulse of the unknown target. For example, the

convolution of the F-18 E-pulse with the F-18 response produces a late-time

energy 29.8 dB below that produced by the convolution of the medium 707 E-pulse

with the F-18 response, and 15.3 dB below that produced by the convolution of the

B-1 bomber E-pulse with the F-18 response.
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E-Pulse -BF15 MB707 BIB SB707 FIB TB747 SF15 A-10

Target
Response

BFI5 -25.7 d5 -11.8 -11.0 6.9 - 8.5 - 0.8 - 3.1 0

MB707 -20.0 -32.0 -16.9 91 - 9.6 - 3.3 - 4.8 0

BIB -11.2 0 -23.4 7.7 - 7.0 - 4.5 - 3.1 - 1.3

SB707 -16.7 - 0.8 -20.1 -25.1 - 8.0 0 - 2.5 - 3.8

F18 - 7.1 0 -14.5 - 2.6 -29.8 -11.8 - 1.9 - 4.6

TB747 -10.5 - 0.1 - 5.0 0 - 6.0 -21.5 - 3.0 - 1.5

SF15 -4.5 - 1.7 - 6.2 - 4.3 - 5.5 - 2.2 -11.4 0

A-1O -9.2 -2.9 - 0.8 0 - 4.9 -10.9 - 6.8 -17.S

Table 1. Late-time energy in the convolutions of various E-pulses with
responses of various targets at 45* aspects.
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5. Noise-insensitivity of the E/S pulse scheme.

For the purpose of demonstrating that the E/S/ pulse scheme is also

noise-insensitive, in addition to being aspect-independent, the following

experimental results are presented.

To prove the noise insensitivity of our scheme, we have created very

noisy radar responses of complex targets by intentionally adding a large

random noise to the measured radar responses of the targets. These noisy

responses were then used to convolve with the discriminant signals, the E-

pulse and the S-pulses of the targets. We have found that the discriminant

signals f the targets are very powerful and effective in rejecting a large

random noise and are capable of discriminating between the right and the wrong

targets from their very noisy radar responses. The following figures will

demonstrate this finding.

Figure 17 shows the pulse response of B707 model measured at 900

aspect angle without an extra random noise added. Figure 18 is the convolved

output of the pulse response of Fig. 17 with the E-pulse of B707 model. As

expected, a very small output was obtained in the late-time period of the

convolved output. This indicates that the pulse response of Fig. 17 came from

the right target of B707 model. Next, a very noisy pulse response was created

by intentionally adding a large random noise (created by a computer) to the

measured pulse response of B707 model shown in Fig. 17. This random noise

amounted to 30% of the maximum amplitude of the measured response of Fig. 17.

It is noted that the added random noise has a flat wide frequency spectrum and

it can not be simply filtered out by a low-pass filter. The created noisy

pulse response is shown in Fig. 19. When this noisy pulse response of Fig. 19

was convolved with the E-pulse of B707 model, a very satisfactory convolved

output was obtained, as shown in Fig. 20. This convolved output resembles

that of Fig. 18; the early-time response stayed nearly unchanges and, more

importantly, the late-time response still remained small. This indicates that

the E-pulse of B707 model was capable of identifying the noisy pulse response

of Fig. 19 belonged to B707 model. Next, we tried to discriminate a wrong

target, a F-18 model, with the E-pulse of B707 model using noisy pulse

responses of the wrong target. Figure 21 is the pulse response of F-18 model

measured at 90" aspect angle without a random noise added. When the response

of Fig. 21 was convolved with the E-pulse of B707, the convolved output is

shown in Fig. 22. In Fig. 22, it is seen that a large late-time response was

obtained. This indicates that the response of Fig. 21 came fLom a wrong target

other than B707 model. Next, a very noisy pulse response of F-18 model was
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created by intentionally adding a large random noise, 30% of the maximum

amplitude of the response of Fig. 21, to the measured response of Fig. 21.

This noisy plse response of F-18 model is shown in Fig. 23. The noisy pulse

response of Fig. 23 was then used to convolve with the E-pulse of B707, and

the convolved output is shown in Fig. 24. The convolved output of Fig. 24, as

compared with the result of Fig. 22, shows a relatively unchanged early-time

response followed by a still large and some-what noisy late-time response.

This large late-time response is sufficient to indicate that the noisy pulse

response of Fig. 23 belonged to a wrong target other than B707 model.

We have also convolved noisy pulse responses of complex targets with

the S-pulses of the targets. Similar results as those described in Figs. 17

to 24 were obtained; the S-pulses of a complex target are capable of

discriminating between the right target and wrong targets based on very noisy

pulse responses of the targets.

Based on this study, we can conclude that our target discrimination

scheme of using the E-pulse and the S-pulses of the target is very noise

insensitive.
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6. Discrimination of helicopters with the E/S pulse scheme.

The successful discrimination of helicopters is complicated by the

rapid motion of the rotor blades. During the measurement of a transient

response of a helicopter, the blades are caught in different positions

during different pulse transits with the precise blade location unknown. If

the dominant natural frequencies of the helicopter depend heavily on

coupling between the blades and the fuselage, and thus upon blade position,

accurate discrimination will depend on an unlikely fortuitous measurement.

Preliminary experiments have been conducted using a crude helicopter

model which suggests that coupling between the rotors and the fuselage is

minimal. Thus, discrimination between disimilar helicopters is possible

regardless of the rotors' positions at the times of interrogation.

The helicopter model is constructed using a 12" length of 4" diameter

aluminum cylinder for the fuselage, and two sets of perpendicular blades of

lengths 12" and 16" attached to the cylinder by a perpendicular post.

Discrimination between the helicopter with 12" blades and the helicopter

with 16" blades has been accomplished with the blades in two different

positions. In the first position, the blades are mutually perpendicular,

with one blade parallel to the fuselage. In the second position, the blades

are still mutually perpendicular, but are rotated so that each makes a 45°

angle with the fuselage.

Measurements have been made both within the free-field chamber

(simulating a helicopter flying in air) and on the ground plane range

(simulating a helicopter hovering above the ground).

Results from the ground plane range are shown in Figures 25 to 28, with

the helicopter being illuminated at broadside (90° aspect angle). In Figure

25, the energy plots (time domain) are calculated from the convolution of

the response of the 450 oriented short-blade helicopter (H90D45S) with the

E-pulses constructed for the 0* oriented (parallel to fuselage) short blade

helicopter (EPHDOS), the 450 oriented short-blade helicopter (EPHD45S), the

0* oriented, long-blade helicopter (EPHDOL), and the 45° oriented long-blade

helicopter (EPHD45L). As expected, the convolution of the 450 short-blade

E-pulse with the 450 short-blade response gives the smallest late-time

energy (most dB down). However, convolution of the 0* oriented E-pulse with
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Fig. 25. Late-time energy from convolution of 450 oriented
short-blade helicopter response and E-pulses for
long and short-blade helicopters.
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Fig. 26. Late-time energy from convolution of 00 oriented
short-blade helicopter response and E-pulses for
long and short-blade helicopters.
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Fig. 27. Late-time energy from convolution of 450 oriented

long-blade helicopter response and E-pulses for

long and short-blade helicopters.
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Fig. 28. Late-time energy from convolution of 0* oriented long-blade
helicopter response and E-pulses for long and short-blade
helicopters.
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the 45* short-blade response also gives small energy, while convolution with

the two long-blade E-pulses gives much larger energy.

Similar results are shown in Fig. 26 where the response of the 0*

short-blade helicopter is convolved with all four E-pulses. Thus, it is

possible to discriminate the long-blade helicopter from the short-blade

helicopter regardless of the blade orientation with respect to the fuselage.

This conclusion is enhanced by the results shown in Figures 27 and 28

which show the convolutions of the long-blade helicopter responses with all

four E-pulses. Here, the long-blade E-pulses produce little late-time

energy when convolved with long-blade responses, but the short-blade E-

pulses produce large late-time energy when convolved with long-blade

responses. This occurs regardless of blade orientation.

Figures 29-33 show results obtained from measurements performed using

the free-field range. In this case, an experiment was performed to

determine if the aspect angle of the helicopter would affect the

discrimination performance. In this sequence of plots, the response of a 0*

oriented long-blade helicopter (HOWCL) measured at five aspect angles (0° -

90*) is convolved with E-pulses constructed for a 00 oriented short-blade

helicopter (HOWCS), a 45° oriented short-blade helicopter (H45WCS), a 0*

oriented long-blade helicopter (HOWCL), and a 450 oriented long-blade

helicopter (H45WCL), and the late-time energy calculated. It is seen that

regardless of the target aspect angle, both the 0* oriented and 450 oriented

long-blade helicopters are easily discriminated from the 0* oriented and 450

oriented short-blade helicopters.
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Fig. 29. Late-time energy from convolution of 0o oriented
long-blade helicopter response measured at 00
aspect and E-pulses for long and short-blade

helicopters.
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Fig. 30. Late-time energy from convolution of 08 oriented
long-blade helicopter response measured at 22.50
aspect and E-pulses for long and short-blade helicopters.
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Fig- 31. Late-time energy from convolution of 0* oriented

long-blade helicopter response measured at 45*
aspect and E-pulses for long and short-blade helicopters.
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Fig. 32. Late-time energy from convolution of 0* oriented
long-blade helicopter response measured at 67.50
aspect and E-pulses for long and short-blade
helicopters.
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Fig. 33. Late-time energy from convolution of 0I oriented

long-blade helicopter response measured at 90*
aspect and E-pulses for long and short-blade helicopters.
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7. Detection and identification of low observable targets.

In the course of our research, it was observed that the E/S pulse

technique can be utilized to detect a low observable target and also to

identify the target even though it is covered by a lossy material which

absorbs microwave radar signal. The reason for this unique capability is

that the E/S pulse technique uses an interrogating EM pulse which excites

low order natural resonant modes of the target. These natural modes are due

to the oscillation of free electrons in the target's main structures such as

the wing and the fusilage, and these oscillations are not significantly

affected by the coating of lossy material on the target.

To show that the E/S pulse technique can be used to detect a low

observable target, the pulse response of a 4" x 12" aluminum plate (a

simulated wing structure) and that of the same plate covered by a one half

inch thick layer of microwave absorber were measured at various aspect

angles. The measured responses at the normal incidence are shown in Figs.

34 and 35. It is obserjed that the pulse response of the lossy coated plate

is somewhat lower in magnitude and quite different in waveform when compared

with that of the uncoated plate. The fact that a lossy coated plate still

give a significant return to an interrogating EM pulse will make the

detection of a low observable target possible with the E/S pulse technique.

Furthermore, we will show that the lossy coated plate can be discriminated

from other plates of different dimensions based on its late-time pulse

response using the E/S pulse scheme.

We have attempted to discriminate a 6" x 15" plate from the lossy

coated 4" x 12" plate, assuming information is only available for the 4" x

12" plate without loss. Figure 36 shows the convolved response of the 6" x

15" plate E-pulse with the response of the coated 4" x 12" plate. As

expected, the late-time portion of the convolved response exhibits a large

amplitude. In contrast, Figure 37 shows the convolved response of the E-

pulse synthesized for the UNCOATED 4" x 12" plate with the measured response

of the COATED 4" x 12" plate. The small amplitude of the late-time

component demonstrates that the coating has little effect on the pulse

discrimination. Lastly, Figure 38 shows the convolution of the E-pulse for

49



27 50

<: 5 000-10 00

-t7 50

-21500
0 000 1.001 2.006 3.000 ' 000 5 000 6 000 00 8.000 9 000 10 00

t ime in ns
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the uncoated-4" x 12" plate with the response of the 6" x 15" plate. Here

the late-time portion has a large amplitude. Similar results have been

obtained using waveforms measured at end-on and oblique incidence.

The implication of these results is that discrimination between radar

targets using E-pulses is possible even if the targets are coated by lossy

material, but information is available only for the uncoated targets. The

reason for this is that E-pulse waveforms are based entirely on the natural

frequencies of the targets, and the natural frequencies of resonance region

are not perturbed greatly by addition of the lossy layer; the imaginary

parts of the natural frequencies are determined primarily by the geometry of

the underlying conducting plate. It is interesting to note that although

the measured waveforms of the 4" x 12" plate and the 4" x 12" coated plate

(Figures 34 and 35) are quite different, the natural frequencies contained

in each are nearly identical. Thus, the presence of the lossy layer serves

mostly to perturb the amplitudes and phases of the natural modes. An

obvious scenario is as follows. The natural frequencies of a group of

aircraft are determined by a scale model measurements, and a set of E-pulses

constructed. However, in acturality, each of the aircraft is operated

carrying an additional coating of lossy material, for the purpose of

thwarting high frequency radar. Since the E-pulse technique is based on

resonance region frequencies, the presence of the coating does not affect

the ability to accurately discriminate the targets in practical situations.

These preliminary results tend to indicate that a pulsed radar or an

ultrawideband radar operated on the E/S pulse scheme has good potentiality

of detecting and identifying low observable targets such as Stealths if more

research is conducted on this effort.
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8. Effect of-aspect variation on multi-pulse coherent processing.

For multi-pulse coherent processing, it is important to know the effect of

aspect angle changes on the modal amplitudes of typical target modes. If

the changes are severe, then pulse-to-pulse coherent processing would not be

practical.

To get a feeling for the possible range of aspect changes in a

realistic situation, consider a missile travelling at Mach 5 (1630 m/s)

perpendicular to the radar line of sight, at a range of 10 km. If the pulse
repetition rate is 10 kHz, then the missile will travel a distance of 165 m

during a 1000 pulse interrogation. This corresponds to an aspect angle

change of about tan-- (165/10000) - 0.90. It is anticipated that a change

of aspect of less than a degree will produce an unimportant change in the

amplitudes of the dominant natural modes.

An experimental verification of this prediction has been performed

using the free-field target range. The response of a detailed model of an

F-15 fighter aircraft (18" fuselage length) has been measured at angles of

00, 50, 100, and 15° from head-on (a much larger range of aspect angles than

anticipated above). The total responses are shown in Figure 39 while the

late-time portions of these resp -3es are shown in Fig. 40. It is apparent

from the late-time plots that the modal amplitudes change relatively little
over this range of aspects, and thus the responses should add

constructively.

Evidence for the coherence of the different aspect angle waveforms is

given in Figure 40 which shows the sum of the individual waveforms. All the

waveforms add in phase, as the resulting signal has approximately four times

the amplitude of a single waveform.

Additional evidence for the coherence of the four waveforms is obtained

by extracting the dominant modal frequencies and examining the energy in

each individual mode as a function of aspect angle. Table 2 shows the

natural frequencies of the first two modes of the F-15 extracted from the

measured waveforms, as well as the modal energies. It is seen that the

energy is nearly constant with aspect. Also shown in Table 2 are the

frequencies and energy obtained from the sum of the waveforms. The energy

in each of the modes of the sum is about 16 times as large as the energy in
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Figure 39. Measured responses of big F-15 at four aspect angles,
and sum of responses.
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Figure 40. Late-time portions of measured responses of big F-15
at four aspect angles, and sum of responses.

58



each individual waveform, again indicating that the signals have added

constructively.

Table 2 Modes extracted from measured response of big F-15 at various
aspects

Aspect Mode Damping Radian Modal
Angle Number Coefficient Freguency Energy

0 1 -0.261 3.91 3.66

2 0.072 5.69 0.096

50 1 -0.290 3.91 3.60

2 0.056 5.80 0.144

100 1 -0.356 3.93 3.79
2 0.071 5.69 0.096

15°  1 -0.433 3.99 4.37
2' 0.133 5.77 0.097

SUM 1 -0.330 3.93 60.79
2 0.039 5.73 2.02
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9. Discrimination of multiple targets in the same range cell.

Discrimination of individual targets using the E-pulse technique has

been effectively demonstrated both in a free space environment and on a

ground plane. A more complicated problem is performing discrimination when

multiple targets are present.

Many target configurations are possible, including identical or

disimilar targets in or out of the same range cell. If identical targets

are located within the same range cell, it is anticipated that the E-pulse

for a single target will remain effective. This assumes that mutual

coupling of the targets will produce a negligible shift in target natural

resonance frequencies, and must be demonstrated experimentally.

An experiment using the free-field range has been conducted to test

discrimination of multiple groups of identical targets. Measurements were

made of a single 11 cm (fuselage length) Boeing 747 and a single 15 cm

(fuselage length) Boeing 747. Measurements were also made of two 11 cm

747's in the sa=e range cell, separated by 10 cm, 20 cm, 40 cm, and 60 cm.

An E-pulse was then constructed for the single 11 cm 747, and convolved with

each of the measured waveforms. The discrimination ratios, calculated using

(1) and (2), are shown in Figure 41. It can be seen that the single 11 cm

747 is easily discriminated from the single 15 cm 747 (the energy ratio of

the correct 11 cm 747 is the smallest--the most dB down). It can also be

seen that the set of two 11 cm 747's are easily discriminated from the

single 15 cm 747 using the E-pulse for the single 11 cm 747. Note that as

the targets are brought closer together, the discrimination level lessens,

but still remains high.
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Figure 41. Energy ratios f or convolutions of single 11 cm Boeing
747 E-pulse with responses of single and multiple
target configurations.
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10. Power Requirement for a Pulsed Radar System

It is essential to know how much power needs to be transmitted in order

to have the signal above the noise level in the late-time of the scattered

field. This is very important for the E/S-pulse discrimination technique

since it uses the late-time of the returned signal of a target. A simple

analysis is done for a thin cylinder illuminated by an arbitrary time-

dependent spherical wavefront at oblique incidence. From this analysis, a

rough estimate will be made as to how much power must be transmitted in

order to keep the late-time signal above the noise level. Figure 42 is a

geometrical configuration of a thin cylinder illuminated by the impressed

field E (r,s) and the cylinder, in turn, maintained the scattered field

E(r,s).

Assume an iLcident electric field with an arbitrary time-dependent

spherical wavefront propagating in the u direction makes an angle 8 with

cylinder axis having the following expression:

E (r,t) - v EPt

where r is the distance between the antenna and the target, r is the

distance between the antenna phase center and an antenna aperture, u - zcos6

and P(t) is the time-dependent function describing the incident electric

field which has an amplitude of E at antenna aperture.

In transform domain the incident field is:

# rrs 0 rE P(s) .- sr.E r,s) v r exp( __C) exp c .r-

The general electric field integral equation (EFIE) for the transform

induced current K(r,s) excited on a surface of an arbitrary perfectly

conducting body is:
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Figure 42. A wire target is illuminated by an interrogating EM pulse, E

and it, in turn, produces a scattered wave, Es.
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-sR

iV'KLrs)(tV) - dS - t.E (r,s),

for all r in the space S, and R - 1r- 'rjis the distance between source

and field points on the body surface. Specializing the EFIE to a thin

cylinder gives:

Jo I(z',s) 2 -2 K(z,z',s)dz' e 0 sE z(z's),

where:

r E P(s) - SZC059 sr
1 0 0 .c c
E Z(Z's) r sin~e e

- sR

-e wit 2 2
K~z,z',s) -41R wihR - (z-z') + a

Rewiiti";- tite EFIE in SEM notation gives:

fLi(z',s)r(z,z',s)dz' - e sE1(z,s) ---- for O<z<L
0 0 z

- sR

with r~z,ze's) -12-2

The SEM solution for the induced current, I(z,s), for the excitation

E i (z'S) is:

N -
I(z's) - Z (s)Va(z)(s - s a +- W(z's).
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The first term of I(z,s) is the SEM expansion due to first order simple pole

singularities while the other terms are due to complex singularities such as

higher order poles, branch points, essential singularities, and an entire

function. It is important to note that the coupling coefficients qa are

dependent on the incident field illumination.

The natural mode current distribution v a(z) which can exist at complex

frequencies s - s when the impressed field vanishes, E (z,s) - 0, is

defined Through:

fL v(z')r(z,z',s )dz' - 0.

Substituting the I(z,s) into the EFIE yields the coupling coefficient

ac s - s 0:

fLL
-

1'B w(z)S (z.sB)dz

(oL LV (z)v (z')r10(zz' sP)dzdz'

where:

S(z's) - - ES E(z,s) and,

- al r(zz',s)

An important assumption made in obtaining the coupling coefficient is

that W(z,s) has no simple pole or higher order poles at s - s P. The

coupling coefficients are categorized into two types, class-i, which is best

suited for late-time calculations, and class-2, which is best suited for

early-time calculations. Since E/S-pulse discrimination uses the late-time
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scattered field component, attention is given to the class-i coupling

coefficients.

Assume the modal current distribution, v (z), can be approximated as a

sinusoid with an amplitude a defined as:

a2 - L in-sin( sin( L jr (z ,z',s )dzdz'

then

F-sr - szcosoEoP(s )  L --

f(s) a ae0s -0 sinO e c jL sin( L )e dz.

To calculate the impulse response of the thin cylinder, the E P(t)

function is chosen as a delta function with a Laplace Transform of i.

Simply substituting this into the above equations gives the following

results.

After going through several approximations the amplitude of the ath

current distribution is found to be:

2 -4nc 2  
2 in (L) 1 -i

a s aL I a

while the coupling coefficient is:

sr a e s sinO e &-

17{~ [s 0c 2r e cos 1
a~) - r [(s/c cose)2 + (2

Combining these results gives:

I(z,s) Z a17(s)(s - s .) sin I
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and

-- 7 sr W E - s L

a ?() r o 01p0Lsn si cos(ar) e- c Ios ,

r[ coso L+ 2 In i

---- for class-2

while for class-l, aa 1 - a 0.(s s .

Once the induced current on the thin cylinder is known, the scattered

field maintained by this current in the far zone can be calculated. The

scattered field maintained by general current J(r,t) is given by:

E (r,t) -- V'Z(r,t) - atA(~)

where -s and A are scalar and vector potentials maintained by the induced

current, and they are defined in the Laplace transform domain as:

- sR

(r,s) 4r c p(r',s) R dv',

0

- sR
Ao c

AS(r,s) - 4 fv J('r' R dv'.

After some manipulation, the scattered field in the far zone (sR/c>>l)

is found to be:

sR

s c
E °--I v [J(r',s) - Rcp(r',s)] e dv'.
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Using the continuity equation V.I(+,s) - -sp(+,s), and using the

approximation for distance R = r, and for phase R = r - rr', the scattered

field is simplified to:

-s__r_ _r 1
c I s(r-r')

E (r,s) 4 e dv'

A

In the thin cylinder case J(rs) is z I(z',s)6(x')6(y'), while

'- z'z, r.r' - z'cosV, where -0 is shown in Fig. 42.

The backscattered field is given when - 0:

2 2 -1 (__ r
S r 0s sin 0 e N 2 (s- s)-

E (r,s) - L- ln0 - E] r
L[2 r n r 2  a-I s a

sL cosa 2

1 - (-)a e C

2+ (-)2

As we can clearly see that the scattered field depends on the class-i

or class-2 coefficients and they both depend on the aspect of incident

wave front.

Since the back scattered field was calculated for an impulsive

incident field, the system transfer function in the Laplace transform domain

can be easily evaluated:

-2sr N 2 a .sT 2

H(O,s) - Kle c E (s s ) [ e
1-1 a2s ( a + 2s 2
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with K -- r Lsin 2 O/r 2 r 2[21n&L) - 1], and T - Lcos6/c is the one way
10 a

transit-time delay parameter depending on the aspect of incidence.

To get the expressions in the time domain simply do the inverse Laplace

transform, and the scattered field for any incident wavefront can be

obtained by the convolution.

The transfer function can be manipulated into the form below:

- 2srN

H(O,s) - K Ie c H (O,s),

a4 [ s 2 l
and H 1(g's) - 2c (s- )i a ) ih -

The impulse response h(O,t) is simply obtained as:

h(o,t) - L_ 1 H(O,s))

N 2r
- K 1Z h (O,r), where r

1  ac

After significant effort h a(9,r) is found to be:

s (r-T) s 7-2T)
h a(O,r) - Acc(s)[u(Tr)ea - 2 (-l) a u( - T)e ax + u(r -2T)e a j

- [B a (sa)f 1 (,r) -Ca (s )f 2 (r) sin(ar)

- (D (s a)f (,r) -E a(s )f 2(r)]cos(ar),

with:

f I(r) -u(r) -2u(r -T) + u(r -2T)

69



f - u(r) 2(T T)'&(r - T) !- (r - 2T)u(r - 2T)

u(7) is a unit step function.

4 3 2 2
a s a (s _ a )

A(s - c Bsc a c

A a 2 2+ 22 Bas)- 2 + a22'
a c a 

5 4
a as

C(s)- c c a
2a 2s (s + a 2)asa a 2 (s 2 + a2 2'

a a c a c

4
a

E (sa) 2a2(s2 + aC)
2 2

Considering only the late-time, the contribution by f1 (t) and f2 (t)

vanishes. The impulse response in the late-time then becomes:

h (6,r) - A (s a)e a ' - (-1)le a1  when r > 2T.

If a rectangular pulse of width T with unit amplitude is chosen as the

incident field E P(t), then the backscattered field E is obtained by the

convolution as:

ea i N ~e Ql asT]2 [ s STlr2E (TO) - 0 QI E Q 2(s a ) e s ' - (-l)ae 1 - e ' ,

a-l

where
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r Lsin 2 8 a40 c

QI 2 0 Q2 - s2 a2)2"
w f2ln() - 1] a (s + a

ac

The complex natural frequencies are always in complex conjugate pairs,

so to get the total backscattered field, contribution due to s - s is added

with the contribution of s - s. The contribution by s - s is simply

evaluated by substituting s wherever s exists. An important observation

is that the coefficient Q2(s ) is a ratio of polynomials in s with real

coefficients. Therefore Q2 (s) - Q2 (s=) so the backscattered field can be

simplified to:

r2E (r,9) - a QI Z ga(r) - g(r Tp) - 2(-l)ag-(r T)

a-l

+ 2(-l)ag(r - T - Tp) + ga(r - 2T) - g(r - 2T - Tp)}. (1)

and ga(r) - 2e a [Real(Q2(s I))Coswar . lm(Q2 (sa))sinw r], with s = a +

Wa*

The quantity -EI given in eq. (1) is the backscattered electric field at

the receiving antenna maintained by a thin wire target which is excited by a

rectangular electric field pulse having a duration of T
p

In summary, when illuminated by an incident electric field pulse of:

E (rt) - v r EoP r -r
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the backscattered electric field maintained by a wire target at the

receiving antenna can be expressed as:

^ E
Fr(r,) - 0 - f(rO) where r - t - 2R/c,

r

and

f(r,O) - Q Z ga(r) g(r - T ) 2(-i)'g (- T)

+ 2(-l)'g (r - T - Tp) + g(r 2T) - g1(r 2T - Tp)}. (2)

The power density of the radiated pulse at the aperture of the

transmitting antenna is Pt " E2 /2o where o is the impedance of free space.
0 00

The power density of the backscattered wave by the target at the location of

the receiving antenna is Ps - INJ2/2 . We can define the normalized power

density of the backscattered wave as:

Ps = - 2- N f2 rR) (3)

Pt E2  r
0

Some numerical results have been calculated for a wire target with a

length of 10 m and a radius of 5 cm being illuminated by a 1 nanosecond

rectangular pulse. Figure 43 shows the normalized late-time pulse response

of the target, f(r,O), when the pulse is normally incident upon the target,

e - 90". This pulse response was constructed with 600 points in time and

using 10 natural frequencies of the target. We have shown only the late-

time pulse response because in the E/S pulse discrimination technique we

have no use for the early-time pulse response which is usually difficult to

calculate numerically. Figures 44 and 45 show the late-time pulse responses
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Figure 43. Normalized pulse response of a wire target (10 m in length and

5 cm in radius) illuminated by an incident pulse (I ns duration)

n- nn npect angle of e = 900.
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Figure 44. Normalized pulse response of a wire target (10 m in length and

5 cm in radius) illuminated by an incident pulse (I ns duration) at

an aspect angle of e = 600.
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Figure 45. Normalized pulse response of a wire target (10 m in length and

5 cm in radius) illuminated by an incident pulse (1 ns duration)

at an aspect angle of 6 = 300.
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of the same target when the radiated pulse is incident upon the target at an

aspect angle of 60° and 30 *, respectively.

Figure 46 shows the normalized power density of the backscattered wave

at the receiving antenna 7ultiplied by r 4 , or the quantity of f2 (r,O), 'or

the case of normal incidence, 0 - 90*. Figures 47 and 48 show the

corresponding results for the cases of 0 - 600 and 30° , respectively.

Physical meaning of the normalized power density is given as follows. For

example, in Fig. 46 at the normalized time of r/(L/C) - 1, the normalized

power density, f 2(r,x/2), is 0.02. This means that if the power density of

the incident pulse is 1 watt/m 2 and the wire target is located at 1 m away

from the transmitting and receiving antennas, the power density of the

backscattered wave at the receiving antenna is 0.02 watt/m
2

We can now estimate the required radiated power of the transmitting

antenna to produce a backscattered wave from a wire target with sufficient

amplitude to be received by the receiving antenna.

Assuming that the effective radiating area of transmitting antenna is

At and the effective receiving area of receiving antenna is A

The total radiated power of the interrogating pulse is:

Wt - PtAt)

and the total power of the backscatt~red wave received by the receiving

antenna is:

W -PA.
r rr

If we require the received power to be 10 dB higher than the noise power:

(W req - 10 Wnoise*

Thus, the required power density of the backscattered wave is:
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Figure 46. Normalized power density of the backscattered wave multiplied by
4 f2

r , or f (T,6), of a wire target (10 m in length and 5 cm in

radius) illuminated by an incident pulse (I ns duration) at an

aspect angle of 6 = 900.
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Figure 47. Normalized power density of the backscattered wave multiplied by
4 f2(
r , or f (T,e), of a wire target (10 m in length and 5 cm in

radius) illuminated by an incident pulse (I ns duration) at an

aspect angle of e = 600.

78



0.40

0.30

0

0.20

0

0

0.10

0.00-
0.0 5.0 10.0 15.0

Time (Normalized to L/c)

Figure 48. Normalized power density of the backscattered wave multiplied by
4 f2(
r , or f (T,O), of a wire target (10 m in length and 5 cm in

radius) illuminated by an incident pulse (I ns duration) at an

aspect angle of 0 = 30'.
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(Wr)re

(P) (Wrrea
s req A r

As a result, the required power densiay of the interrogating pulse can be

found from eq. (2) to be:

(Ptdreq - (Ps)reqr 4/f2 (rlo),

.ere f2(71,6 ) is the normalized power density evaluated at an appropriate

time rI in the iate-time period.

The total required power needs to be radiated by the transmitting

antenna is:

(Wt req t(Pt reqAt

r4 A t

-(Wr) f2r A t (4)
r req f2(10

As a numzrical example, let's consider the same wire target (10 m in

lengtn and 5 cm in radius) located at a distance of 10 Km from the antenLnas.

Assuming that the noise level is roughly 5 AV or the noise power is 5 x

I0-13 watts using a 50 ohm transmission line. To have the received power of

the backscattered wave be 10 dB above the noise power:

(W ) - 10(5 x 10 - ) - 5 x 10 "1 2 watts.(r req

From Figs. 46 to 48, let's choose f2 (r1,0) to be 0.02, an average value

of f 2(r,O) in the late-time period. If the same antenna or the same type of

antenn:! a-e used for transmitting and r iving puroses, we can assume

that P - A

t r
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For this example, the total required power to be radiated by the

transmitting antenna is:

(Wt) - (5 x 10 4 0)4 _ 2.5 x 106 watts.
t req0.02

Since the interrogating pulse is 1 nanosecond (T p), the energy of the

pulse is:

-3
E - (Wt)reqTp - 2.5 x 10 Joule.

The radiated power for sending a single 1 ns pulse is in the order of

Megawatt. This value appears to be very high. However, the energy

contained in the interrogating pulse is quite small. If it is necessary to

reduce the power density of the radiating pulse or the electric field

intensity of the radiating pulse, a train of pulses should be radiated and

the multi-pulse coherent processing scheme, as discussed in Section 8,

applied in receiving the backscattered wave from the target. Another easy

solution is to use antennas with large effective areas.
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Appendix 1:

"Radar target discrimination by convolution of radar return with
extinction-pulses and single-mode extraction signals."

This paper presents basic theory on the E/S pulse technique with some
experimental verification. It also proposes a target identification
system based on the E/S pulse technique.

Appendix 2:

"Radar target discrimination using extinction-pulse technique."

This paper studies the application of the E-pulse technique to wire
targets and single airplane models.

Appendix 3:

"Frequency domain E-pulse synthesis and target discrimination."

This paper synthesized E-pulses of targets using frequency-demain
approach. It also shows experimental proof of the aspect-independence
of the E-pulse technique.

Appendix 4:

"Extraction of the natural frequencies of a radar target from a measured
response using E-pulse technique."

This paper introduces a new scheme of extracting natural frequencies of
a target from a measured pulse response of the target based on the E-
pulse technique.

Appendix 5:

"A hybrid E-pulsz/least squares technique for natural resonance
extraction"

This paper presents another new technique to exact the resonant
frequencies of a target by combining the E-pulse technique and the least
squares technique.

Appendix 6:

"The natural oscillation of an infinitely long cylinder coated with lossy
material."

The purpose of this paper is to study the effect on the natural
frequencies of a metallic body due to a coating of lossy material on the
body surface.
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Appendix 7:

"Identification of the natural resonance frequencies of a conducting
sphere from a measured transient response."

In this paper the natural frequencies of a sphere are determined from the
measured transient scattered field and surface charge response.

Appendix 8:

"Determination of the natural modes for a rectangular plate."

A new theoretical method for determining the natural modes of a
rectangular plate is presented in this paper.

Appendix 9:

"The singularity expansion method and its application to target
identification.

This paper reviews the singularity expansion method and shows its
application leading to the development of the E/S pulse technique.

Appendix 10:

"Noise characteristics of the E-pulse technique for target
discrimination."

This paper provides theoretical analysis of the noise-sensitivity of the
E/S pulse technique.

Appendix 11:

"Approximate natural response of an arbitrarily shaped thin wire
scatter."

This paper introduces an approximate but computationally simple
technique for calculating the transient response of an arbitrarily
shaped wire target.
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Radar Target Discrimination by Convolution of
Radar Return with Extinction-Pulses and

Single-Mode Extraction Signals
KUN-MU CHEN, FELLOW, IEEE, DENNIS P. NYQUIST, MEMBER, IEEE, EDWARD J. ROTHWELL, MEMBER, IEEE,

LANCE L. WEBB, MEMBER, IEEE, AND BYRON DRACHMAN

Abstract-A new method of radar target discrimination and identifica- radiate the discriminant signals with particular waveforms
tion is presented. This new method Is based on the natural frequencies of without suffering distortion, the latter receiving scheme is
the target. It consists of synthesizing aspect-independent discriminant preferred. The synthesized signals with particular waveforms
signals, called extinction-pulses (E-pulses) and single-mode extraction
signals which, when convolved numerically with the late-time transient are now stored in the computer; they are convolved with the
response of an expected target, lead to zero or single-mode responses. received radar return inside the computer. Thus, we can

When the synthesized, discriminant signals for an expected target are sidestep the difficulty of synthesizing and radiating the
convolved with the radar return from a different target, tle resulting discriminant signals.
signal will be significi tly different from the expected zero or single-mode The synthesized discriminant signals can be used to discrim-
responses, thus, the differing targets can be discriminated. Theoretical
synthesis of discriminant signals from known target natural frequencies inate targets because when the radar return of a wrong target is

and experimental synthesis of them for a complex target from its convolved with the synthesized discriminant signals of the
measured pulse response are presented. The scheme has been tested with expected target, the convolved outputs will be significantly
measured responses of various tasgets in the laboratory, different from the expected zero response or single-mode

responses. Thus the wrong target can be discriminated.

I. INTRODUCTION The complex natural resonant frequencies of a radar target

A NEW RADAR discrimination scheme has been are aspect independent features of its transient electromagnetic

investigated by our group over the past few years, and response. A number of researchers have recently attempted to

this paper describes the basic principle of the scheme and discriminate among various targets by extracting those natural

reports some recent results. The present scheme is based on frequencies from late-time transient radar returns. Since

the finding [I ]-[51 that for a specific target there exist aspect- extraction of natural frequencies ftom late-time target re-

independent discriminant signais, called the extinction-pulses sponses is an inherently ill-conditioned numerical procedure,

(E-pulses') and single-mode extraction signals, which can be very large signal-to-noise (S/N) ratios are required in the

used to excite the target to produce desirable late-time radar transient return. It has therefore been concluded that this

returns. When these aspect-independent discriminant signals method for the direct discrimination of differing targets is

with particular waveforms are used to excite the target, they impractical. Our discrimination scheme differs significantly.
will produce zero response or single-mode responses in the Synthesis of the discriminant signals requires only knowledgelate-time period. On the other hand, if the late-rime response of the natural frequencies of various expected target.. Theof the target radar rctLrn which is excited by a convenient latter natural frequencies are measured in the laboratory whereradar pulse and is the sum of target's natural modes, is they are extracted from the late-time pulse responses of targetrada puse ad i th sumof arge's atual mdes is scale models. The numerically ill-conditioned natural fre-
convolved with the discriminant signals. the convolved output sclexod Theue ill-codition ed nl f-will yield zero response or single-mode responses. The former quency extraction procedure need therefore be applied only to
scheme is a transmitting scheme and the latter a receiving target responses measured in a controlled (S/N) environment.
scheme. Since it is difficult to physically synthesize and Synthesized discriminant signals based upon those laboratory

measurements are stored as computer data files, and subse-
quently convolved numerically with actual transient target

Mdnuwript retciveil June 22. lMI. revised September 5. 1985 This work radar returns. Since the latter convolution operation is
was ,,uppirtc'd hv ie Ndval Air Systeiiis Command under Contract N00019- numerically well conditioned (a smoothing integral operator),
81-MChen. I) P Nvqi013,2 t J Rthwcll are with the Department of the (S/N) requirements for the actual radar return are

Electrictil Fngineering ,nd Stiem, NSvtence, MiLhigan State University. East significantly relaxed.
I.aning. MI 44824 Another observation made in the course of our study is
L. 1. Wehh wa,. with the Depurnment ol Electrical Engineering and Systems

Science. Miihigdn St.ite U.niversity. Ait .ansing. MI He is now with worth noting. It is common thinking among many researchers
Narthrop Aitrrait Divisiin. (One Northrop Avenuc. Hawthorne. CA 90250 that radar detection utilizing the late-time transient radar

It Drahiiwan is with the eIipartment of Malhcniaics. Michigan State return may not be practical because it contains little energy;
U.niversitly, I-.a't ILdn,,mg. MI 4XM424IEEE L.tg N sminr MNl 45812 most energy is associated with the early-time part of that

The F puke is imldar to the K pulse studied hy other , orkers s5. I0io return. This thinking may be true for very low-Q targets.

0018-926X/86/0700-0896501.00 © 1986 IEEE
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Fortunately, for most space vehicles, such as rockets and where
aircrafts, these targets are not exactly low-Q structures. There
is sufficient energy contained in the late-time returns of such An= r E- (t')e- n t" cos wrt' d' (4)
targets. as can be evidenced from our measured responses of Jo
complex targets as discussed in this paper.

In Sections II and III, we will demonstrate how to synthesize Bn= El (t')e- nt' sin t dt'. (5)
theoretically and experimentally E- 0, E - 1, -, E - n pulse Jo
or the zero mode, the first mode, -, the nth-mode extraction
signal. E -0 pulse (extinguishing all the modes) or the zero- the coefficies An and ch dete re hepltdes of

mode extraction signal can be used to produce a zero-response the atal o d of Th no e o t are ineen e
in the convolved output while E - n pulse (extinguishing all the aspct angle (9 and P). This makes it possible to synthesizebut the nth-mode) or the nth-mode extraction signal will the aspe~t-independent E'Q) for producing single-mode or

autthe nth-mode resthne ntmoe acole o . w zero-mode E°(t). It is noted that An and Bn are numerically
produce a nth-mode resteonse in fi ntr convolved output.

In Section IV, examples are given to show the convolution stable because they are finite integrals over a short period of

of the synthesized discriminant signals with the measured time T, even though there is a time growing factor of e -n t in

radar returns of various targets. The effectiveness of target them.

discrimination by the present method is also discussed. Now for example, if we synthesize E(t) in such a way that

Finally, a potential radar detection system based on the AI = I and all other An and Bn go to zero, then the output

present scheme is suggested in Section V. signal will be a cosine first natural mode as

II. SYNTHESIS OF DISCRIMINANT SIGNALS BASED ON KNOWN E°(t)=a(8, 0)e °i t cos (wlt+01(0, 0)), for t> T..

NATURA. FREQUENCIES If we choose Ee(t) in such a way that B 3 = 1 and all other An

The zero-mode and other single-mode extraction signals or and Bn go to zero, then the output signal will be a sine third
E-0 pulse and E-n pulses of a given target can be natural mode such as
synthesized theoretically based on the prior knowledge of
natural frequencies of the target. E°(t)=a3(0, O)e*3' sin (W31+03(0, 0)), for t> T,.

The late-time radar return of a target is the sum of natural
modes, assuming the absence of noise, and it can be expressed If we synthesize Ee(t) in such a way that all An and Bn vanish,

as then the zero-mode output is obtained:

h(t)= a,(8, O)el' cos (wni+0,(0, 0)) (1) E(t)=0, for t>Te.

This E(t) is the E - 0 pulse or the zero-mode extraction signal
because it extinguishes the late-time response completely.

where a, is the damping coefficient and w,, is the angular The next task is to synthesize Ee(t). Construct Ee(t) with a
frequency of the nth natural mode. and a,(O, 0) and 0,,(O. ') set of basis function f, (t) as

are the amplitude and the phase angle of the nth natural mode.
It is noted that a, and w, are independent of the aspect-angle (0 ,

and 0). but a(O. (b) and Qn(0. 0) are usually strong functions of Ee(t) = df,(t) (6)

the aspect angle. N is the total number of natural modes which rn-

have significant amplitudes to be considered. In practice, N where {fm(t)} can be pulse functions, impulse functions or
can be estimated based on the frequency spectrum of the Fourier cosine functions, etc. and (d ) are the unknowniouiterrogafuntiing radar {dn} rpuheuse.w
interrogating radar pulse. coefficients to be determined. We need 2N of f,,(t) because
We aim to synthesize an extraction signal of duration T,. there are 2N of An and B, to be specified,

which can be convolved wirn the radar return h(t) to produce a
single-mode or zero-mode output in the late-time period (t > 2N

T,): A, M rnd, (7)
n-I

E°(t) =  Ee(t')h(t-t') dt', for t> T, (2) N

Bn= Ms'd (8)

where E'(i) is the convolved output signal. E'(t) is the n-I

extraction signal to be synthesized. The substitution of (I) in where
(2) leads to

Mc = (t')e cos w, t' dt' (9)

E ( )= a,(8, 45)e *m'[A , cos (0.+ ,,(O, ))

MS = f'(t')e - "'' sin tnt' dt'. (10)
*8n sin (wni+On(O, 0))i, for t>T1, (3) n"M -o I
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Equations (7) and (8) can be expressed in a matrix form as It has been found that the signal duration T, for various

A. ,r discriminant signals is not unique but there exists an optimumBn m] [d,] m = 1, 2, " .N value of T, for which the waveform of the discriminant signal

B =M m---1, 2, .. , 2N. is best behaved and it possesses a maximal sensitivity in

The coefficient d. for constructing Ee(t) can then be obtained discriminating the target [6]. This optimum value of T, is

from numerically found to be slightly longer than twice the transit
time of the target or 2 LIC where L is the longest dimension

[o. MO- "[A (12) of the target and C is the speed of light.
MS.M mjBJ Ill. SYNTHESIS OF DISCIMINANT SIGNALS BASED ON

To synthesize Ee(t) for the jth-mode extraction, we can assign EXPERIMENTAL PULSE RESPONSE

A= 1 or Bj = 1 and let all other A. and B, go to zero, and In the preceding section, discriminant signals for zero
then calculate [d.1 from (12) accordingly. Using this ap- response or single-mode responses were synthesized based on
proach, we select an appropriate value for the signal duration the prior knowledge of target's natural frequencies. In ihe case
T, which is short and also leads to a well behaved waveform of complex targets, this information is difficult to obtain, and
for Ee(t). the synthesis of the discriminant signals will be based on an

To synthesize the E-0 pulse or the extraction signal for experimental measurement of the pulse response or the late-
zero response, all A,, and B,, are set to be zero. For this case time response of the scale model of the target combined with
[dm] will have nontrivial solutions only when the determinant some theoretical techniques described below.
of ['mJ I vanishes. That is

nm r,,cl A. Application of Continuation Method to a Measured
det I,.I =0. (13) Pulse Response

The first method we have employed to synthesize the

This condition can be met because all the elements of Mc, and discriminant signals for a target is to apply a recently
Ms,, are functions of the signal duration T,, and it is possible developed, continuation method [7] to extract major natural
to numerically search for the optimum value of T, which frequencies of the target from its measured pulse response.
makes (13) valid. Usually we use the Newton method for this This method is to tegularize the ill-conditioned problem. After
purpose. Once the optimum T, is determined, [d] can be the natural frequencies are determined, the theoretical tech-
easily determined from a set of homogeneous equations nique of the preceding section is used to synthesize the
generated from (11) by setting A,, and B, to be zero. discriminant signals. The following steps are used in the

Single-mode extraction signals or E - n pulses can also be process.
synthesized in a similar way as that for the E -0 pulse. For 1) Measure the pulse response of the scale model of the
example, if we aim to synthesize the cosine first mode target at various aspect ang
extraction signal, we drop the first equation involving AI in 2) Use the fast Fourier tran, +- -, to obtain approximate
(11). We then have a new set of (2N- 1) simultaneous values of natural frequencies from the measured pulse
equations as response.

3) Employ the continuation method and the natural frequen-

A 2  cies obtained from FFT as the initial guesses to calculate[1 accurate values of natural frequencies of the target. At]", n =2, 3, " ,N, for M c

[M ,, each step of the algorithm, the condition number of the
B, M (dm n1,2, N, for M,,, regularized problem is checked.[J A m = 1, 2, • 2N- 1 4) The theoretical technique of the preceding section is then
B applied to synthesize the discriminant signals for the

target.
(14) B. Application of Fast Prony's Method to a Measured

where [tIm1' is a (2N- 1) x (2N- 1) matrix and it is Pulse Response
The second method we have used to synthesize the

the original ,,,[mI matrix with its first row and is last col- discriminant signals for a target is mainly based on the fast

umn removed. We now force A 2, " ", AN, B1, " Bv to be Prony's method [3], [8] and a measured pulse response. This
zero. This requires that method in discrete-time basis consists of the following steps.

[ "] 1) The fast Prony's method is applied to the sampled data of
det M"'I =0. (15) the measured pulse response of the target. The coeffi-

cients of Prony polynomial are obtained. The time-

Equation (15) can be solved numerically to determine the ordered sequence of these coefficients can be shown to
optimum T, for the cosine first mode extraction signal. After become the E-0 pulse [E--0] of the target (8], which
that [d.J can be determined from a corresponding set of eliminates the natural modes of the target and other
homogeneous equations from (14). noise.
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2) Find roots of the Z-transform of the sequence which 20
represents (E-01. From those roots in the proper I - 12.5 In 31.75 cm
locations of the complex plane, the complex natural 1/a - 400

frequencies (S,] of the target can be calculated. e - 600
3) At this step, E - 0 pulse [E - 01 which extinguishes N i

natural modes of the target can be constructed by
convolving Ncouplets (1, -z.) for m = 1, 2, • • -, N
where zm = exp (S.AT) and AT is the sampling -d
interval: ! olone-wave aulse

synthesizea[E -0 =(I, -z,)(l,-zz)*, ""-, *(1, -Ziv). . ..f E - us

4) The jth-mode extraction signal ca = -.08 j.94
removing the couplet (1, -z) from [E- 0 as by s -. 15 i3.0

[Efo=(I, -Z[)*, .- , *(a, -z,)*(, -Z)*, 8 S3  5 A AAn

• " (>, -ZN). Tk  2.00 1/c

IV. CONVOLUTION OF SYNTHESIZED DISCRIMINANT SIGNALS WITH

EXPERIMENTAL RADAR RETURNS exaerimentoi

To demonstrate the applicability of the present target ulse resoonse

discrimination method in practice, we have convolved the
measured radar returns of various targets with the correspond-
ing synthesized signals for extracting zero-response and
single-mode responses. We have tested many targets and ,"

produced many interesting results but only a few examples 00 6.0 10.0 ii.0 20.0 26.0
normalized time t/(Ilc)

will be given here for brevity.

Experimental pulse responses of various radar targets used Fig. 1. Synthesis of thin-cylinder E- 0 pulse from experimentally measured
pulse response; dominant natural frequencies extracted by the continuation

in the present study were either measured recently in the time- method.
domain scattering range at Michigan State University (MSU)
or have been published previously [3]. The MSU scattering
range uses a biconical transmitting antenna (2.5 m long, 16" which approximates the expected zero response; failure to
cone angle) and as a receiving probe it uses a short monopole achieve a perfect zero response is the result of imperfect
field probe on the ground plane (6 m x 5 m), a current probe experimental data having content other than the assumed sum
or a charge probe on the target surface. The transmitting of pure natural modes (the latter may be artifacts introduced by
antenna is ccited either by a mercury-switched nanosecond the measutement system). Longer targets lead to responses
pulser (Tektronix-109), which produces pulses of about 100 which can be discriminated from an expected zero response.
pS risetime and variable duration 1 ns < tp < I s with Discrimination of the 5 percent longer cylinder is marginal
amplitude as great as 500 V at a 1 kHz rate, or by another while that of the 25 percent longer target is clear.
picosecond pulser (Picosecond Lab-IOO0B) which produces a The next example was given to show the convolution of
narrower but a lower amplitude pulse. The signal from the single-mode extraction signals with the measured radar return
receiving probe is measured by a sampling scope and the of a target. Fig. 3 shows the results of the convolution of the
signal processing, including averaging and clutter subtraction, measured pulse response of a wire target with 18.6 in length
is performed by a computer controlled system. and 0.0465 in radius with the synthesized signal for the third

Fig. I shows the measured impulse response of a thin mode extraction. Fig. 3(a) shows the synthesized signal for
cylinder target, having length I = 12.5 in = 31.75 cm and extracting the cosine third mode, constructed in terms of
length-to-radius ratio I/a = 400, illuminated obliquely by a impulse basis functions using the fast Prony's method de-
nanose-ond plane-wave pulse at 0 = 60' aspect and the scribed in Section III-B, and the convolved output. It is
synthesized E-0 pulse. This E-0 pulse was synthesized in observed that a cosine third mode is produced in the late-time
terms of pulse functions with the first three natural modes, period of the convolved output. Fig. 3(b) shows the synthe-
indicated in the figure, extracted by the continuation method as sized signal for extracting the sine third mode (in terms of
described in Section III-A. The bandlimited frequency spec- impulse basis functions) and convolved output. A sine third
trum of the I - nS incident pulse precluded the identification mode is produced in the late-time period. To demonstrate that
of higher natural frequencies. Fig. 2 shows the convolved these late-time responses are indeed that of the third mode, a
result of the E - 0 pulse of Fig I with the pulse response of the complex convolved output is constructed as
correct cylinder along with the similar convolved results with
the pulse responses of cylinders 5 and 25 percent longer. The C(i) = A() - jB(t)
correct cylinder yields a low-amplitude late-time response where A(t) is the convolved output of Fig. 3(a) and B(t) is the
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0 a

"corect"cylider25% longer cylinder

"ccrrrec" cylinder

5% longer cylinder
C C

0~ 0

Slate time of "correct'
cylinder reSnonse Oegins late time of "correct" cylinder

21.

normalized time t/(I/c) normalized time t/UI/c)

convolved output A(t)

Syteie signal for extracting
cosine 3rd mode

(a) (c)

convolved :- atulw ero

8j(t)

Synthesized signal for 3

extracting sin~e 3rd mode (natural frequency)

fb) (d)
Fig. 3. Convolution of the impulse response of a 18.6 in (length) wire with the synthesized signal for the third mode extraction of the

18.6 in wire.
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* -..- late-time period - late-time Period

*.' -' I a t

* convolved output A(t)

- I

Ref(ln[C(t))

(damping coefficient)

Synthesized signal for extracting
\m .cosine Jrd mod of right target

(a) Wc

,.... late-time period L..late-time periodI - . I

convolved output .... (..."])

8.' (t) ....I -- C t 
" 

m(ln[CQ t)],

Qt)* A(t)a 8(t)

_W 3I t

9: 1

Synthesized signal for extracting (natural frequency)
sine 3rd mode of right target

(b) (d)

Fig. 4. Convolution of the impulse response of a wrong target, a 16.74 in wire. with the synthesized signal for extracting the third
mode of the right target, a 18.6 in wire.

convolved output of Fig. 3(b). If the late-time response of A (t) the line of (73t). It is observed that the late-time response of Re
is a pure cosine third mode, it can be expressed as I In [C(t)] } is nearly in parallel with the line of (a3t) for the

late-time period of ,/(L/C) > 3 where 1/(L/C) is the
[A(t)hi,,e=a3e3' cos (wit+03 ). normalized time with L as the wire length and C as the speed

Similarly, if the late-time response of B(t) is a pure sine third of light. Fig. 3(d) shows the imaginary part of In [C()] in

mode, it can be expressed as comparison with the line of (- w3t). It is again observed that
the late-time response of Im I In [C(t)] } is in parallel with the

[B()],,, = a3e3' sin (o3t + 0). line of ( - W3t) for the late-time period of tI(LIC) > 3. Figs.
3(c) and 3(d) give a positive indication that the late-time

Thus, the late-time response of the complex convolved output response of the convolved outputs of Figs. 3(a) and 3(b)
should be contain only (or predominantly) the third mode of the target.

[C(t)Ia,=aI eU3,e -s . . An example is also given to show the capability of target
discrimination provided by the present method. Fig. 4 shows

The logarithm of the late-time response of C(t) yields the results of the convolution of the radar return of a wrong
target, a 16.74 in wire, with the synthesized signal for

In [C(t)Ji,. =In a3+a 3t-j( t1+0 3) extracting the third mode of the right target, a 18.6 in wire. In
Figs. 4(a) and 4(b), the convolved outputs are significantly

and different from the expected third mode of the right target.
Furthermore, the late time response of Re { In [C(t)] } deviates

real part of In [C(t)ae=03t+ In a3 greatly from the line of (a3t) and the late-time response of Im
imaginary part of In [C(t)Jt,, = -W31-03 {In [C(t)J ) also differs significantly from the line of ( -o3t)

as shown in Figs. 4(c) and 4(d). The results given in Fig. 4
Fig. 3(c) shows the real part of In [C(t)] in comparison with give a positive discrimination of the wrong target, implvine
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that the radar return does not belong to the right target of 18.6
in wire. r- response of

We have also applied the present method to discriminate
between complex radar targets. Two targets, experimental
models of the F-18 plane and the 707 plane which have similar
sizes but different geometrics, were used for this purpose. In .O s for
the experiment, the half of each model was placed on the e

ground plane (image effect), and was illuminated by a pulsed
electric field polarized perpendicularly to the ground plane.
Results on these two targets are depicted in the following -

figures.
Fig. 5(a) shows the convolution of the E -0 pulse for the F-0

18 plane with the measured radar response of the F- 18 plane.
The convolved outputs shows a strong early-time response
followed by a "extinguished" (almost zero) late-time response
as expected. Fig. 5(b) shows the convolved output of the E - 0
pulse for the 707 plane with the measured radar response of
the F-18 plane. This convolved output shows a significant, i- late-time

"'unextinguished" late-time response implying that the 707 .,

E -0 pulse was convolved with the radar response of a wrong time in nanoseconds

target other than the 707 plane. (a)
Fig. 6 shows the convolved results of the measured radar

response of the 707 plane with the fourth-mode extraction -".
signal for the 707 plane. In this figure, the extracted angular rsponse of

frequency line is almost parallel to the wt line (of the 707) and :.

the extracted damping coefficient line closely parallel to the °
c,4t line (of the 707) in the late-time period. This implies that
the radar response belongs to the right target of the 707 plane.

Fig. 7 shows the convolved results of the measured radar .

response of the F-18 'plane with the fourth-mode extraction ..' 
signal for the 707 plane. The extracted angular frequency line . -

deviates from the ( 4t) line of the 707 plane and the extracted
damping coefficient line also differs from the (o) line of the
707 plane. These results imply that the radar response belongs
to a wrong target other than the 707 plane.

It is noted that the synthesized E - 0 pulses and single-mode - E-0 pulse for

extraction signals for these targets are available elsewhere (9].

V. A POTENTIAL RADAR DETECTION SYSTEM BASED ON THE late-time

PRESENT CONVOLUTION METHOD /

0.0 Z'. .0 ,.0 .0 ,0.0

Fig. 8 depicts a potential radar detection system based on time in nanoseconds
the present scheme of convolving the target radar return with (b)

the synthesized discriminant signals. The system consists of a Fig. 5. (a) Convolution of the F-18 E-O pulse with the F-18 rieasured

network of computers and each of them is assigned to store the response showing "extinguished- late-time response. (b) Convolution of
the 707 E-0 pulse with the F-18 response showing a significant late-time

synthesized signals for extracting various single-mode or zero- response.

mode response for a particular friendly target. All the relevant
friendly targets are assumed to be covered in the network of and zero outputs in the late-time period, the approaching
computers. When an approaching target is illuminated by an targets will not be friendly.
interrogating radar signal, the radar return is divided and fed
to each computer after amplification and signal processing.
Inside each computer the stored discriminant signals are VI. DiscussioN
convolved with the radar return. In principle, only one of the The present radar discrimination scheme is not a conven-
computers will produce various single-mode and zero-mode tional correlation method because the measured radar return is
outputs in the late-time period; the rest of the computers convolved with synthesized discriminant signals which possess
should produce irregular outputs. The computer producing the particular waveforms. The present scheme is basically differ-
single-mode and zero-mode outputs will then be identified ent from the matched filtering scheme. A fundamental
with the target. If none of the computers produces single-mode difference between the E-pulse --heme and the matched
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t tof 707 C

04 t of 707
esp o n se ofln ct

T. extraction signal
for c(t) -complex convolved output

(angular frequency) (damping coefficient)

* -. late-time 9? late-time

0.0 2.0 4.0 6.0 0.0 1;.c 12.0 0.0 2.0 ".0 6.0 6.0 10.0 I3.6

time in nanoseconds time in nanoseconds
Fig. 6. Angular frequency and damping coefficient extracted from the complex convolved output of the fourth mode extraction

signal for the 707 target and the 707 measured response.

1!C a otof 707

4tof 707
a? rrsose of ----------

ulJ7

T c~ttl comle convolved output
4t md

-extraction signal z?

for

-r(angular frequency) *(damping coefficient)

late-time late-time
za I. lae.im

a. a.0 4.0 6.0 0.0 1;.0 lt00. .0 40 . 10.6 1

time In nanoseconds tire i, econds
Fig. 7. Angular frequency and damping coefficient extracted from the complex convolved output tourth mode extraction

signal for the 707 target and the F-18 measuired response.
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radar , r4,4 44 '---.. *--*

antenna
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signal

processing

9i -kX, h(t), late-time response of radar return

non-zero & zero & non-zero &
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n htt) Eh(t))h(t)

Fig. 8. A proposed target discrimination and identification system.
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Radar Target Discrimination Using the
Extinction-Pulse Technique

EDWARD ROTHWELL, STUDENT MEMBER, IEEE, D. P. NYQUIST, MEMBER. IEEE, KUN-MU CHEN. FELLOW, IEEE.

AND BYRON DRACHMAN

Abstract-An aspect independent radar target discrimination scheme different natural frequencies, resulting in a different scattered
based on the natural frequencies of the target is considered. An field. Also made apparent is the aspect-independent nature of
extinction-pulse waveform upon excitation of a particular conducting the E-pulse. Since the values of the target resonance frequen-
target results in the elimination of specified natural modal content of the cies are independent of the excitation waveform, the E-pulse
scattered field. Excitation of a dissimilar target produces a noticeably
different late-time response. Construction of appropriate extinction-pulse will eliminate the desired natural modal content of the late-
waveforms is discussed, as well as the effects of random noise on their time scattered field regardless of the orientation of the target
application to thin cylinder targets. Also presented is experimental with respect to the transmitting and receiving antennas.
verification of this discrimination concept using simplified aircraft It is important to note that the E-pulse waveform need not be
models. transmitted to employ this concept. It is assumed that an

I. INTRODUCTION excitation waveform with finite usable bandwidth will be used
R) ADAR TARGET identification methods using the to excite the target, resulting in a measured scattered field with

RA DA TAreT ideonse mtarg etodnsieing t the desired (finite) modal content. The E-pulse can then be£%time-domain response of a target to a transient incident convolved numerically with the measured target response,

waveform have generated considerable interest recently [ 1 ]-[4]. yiedn r alogous t e-pue trmisson e

One of the most intriguing schemes involves the so-called yielding results analogousto th e tuscransmission. If the

"kill-pulse" technique as first described by Kennaugh [5]. A maximum modal content of the target scattered field can be
Kill-pulse (K-pulse) is an excitation waveform synthesized in estimated from the frequency content of the excitation pulse,

Ki sthen the E-pulse waveform can be constricted to yield a null
such a way as to miimize a transient scattered field response. late-time convolved response.
Target discrimination results from the unique correspondence After an initial presentation of the SEM representation of
of a K-pulse to a particular target; excitation of a dissimilar the backscattered field excited by a transient incident wave and
target yields a "larger" response.

This paper describes a related "extinction-pulse" (E-pulse) calculation of the corresponding impulse response. two types
concept, based on the natural resonance of a conducting radar of E-pulses, forced and natural, will be discussed. The resultstagtvia the singularity expansion method (SEM) [61. The are then specialized to a thin cylinder target, wh~ich has n

target vatesnuaiyepninmto SM [6.Teimpulse response amenable to 'analytic calculation. Target
time domain electric field scattered by the target is divided into isrnaonsinatenatl th an lin E-ula s we
an early-time, forced response period when the excitation discrimination using the natural thin cyclinder E-pulse, as well

waveform is traversing the target, and a late-time, free as the effects of random noise arc also investigated. Lastly,

oscillation period that exists after the excitation waveform has experimental verification of the E-pulse concept is presented.

passed [71, [8]. The early-time response is not utilized due to 11. BACKSCAf-'ERED FIELD EXCITFD By TRANSIENT INCIDENT
its complicated nature. The late-time response can be decom- WAVE
posed into a sum of damped sinusoids oscillating at frequen- A perfectly conducting radar target is illuminated by a plane
cies determ ined entirely by the geometry of the target. An E- e ectmag n ti a a own i i. 1. l ae
pulse is then viewed as a transient, finite duration waveform associated with this transient wave can be written in the
which annihilates the contribution of a select number of these asoce trans in a v
natural resonances to the late-time response. A related target
identification scheme based on natural target resonanrcs has '(, s) = fe()e- . (1)
been examined by Chen [9. where is a position vector in a coordinate system local to the

Target discrimination using this SEM viewpoint is easily tare is a costan vector ifyinte pola to the
visualized. Each target can be described by a set of natural target, is a constant vector specifying the polarization of the

frequencies. An E-pulse designed to annul certain natural wave, 1E is a unit vector in the direction of propagation, and

resonances of one target will excite those of a target with e() represents the time dependence of the incident field. The
current k induced on the surface of the target is given by the
solution to the transform domain E-field integral equation

Manuscnp received February 8, 1985; revised July 10, 1984 This work 2 (. 1 e-(SR/C)
was supported by the Naval Air Systems Command under Contract N00019. I ' •(", s)w " V)- - t' k(7', s) I ds'
83-C-0132. Js2 J 41R

The aire.,6adt iiti, c !:ipanistent of Electrical Engineerng. Michigan
State University. East Lansing. MI 48824. -Se 0 • 9,(r, s) (2)

0018-926X/85/0900-0929$01.00 © 1985 IEEE
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written in integral form using the impulse response of (5) as

/is E'rut, k)= t" e(t')h(t-t', k, b dt'

*ti = r.eft') a.(k', cos [o'.(t-to)
0 EdI

t M-

H + .£ d)t'. (6)
Fig. 1. Illumination of a conducting target by an incident electromagnetic

wave. This response is valid for the late-time portion of the scattered

where i is a unit vector tangent to the surface of the target at field, t > TL = T, + 2T, where T, is the duration of e(t).

the point Fon S, and R = 17 - ' 1. The surface current can The excitation waveform becomes an E-pulse when the

also be expanded using the SEM representation scattered field is forced to vanish identically in the late-time.
Rewriting (6) and employing this condition yields a defining

( equation for the E-pulse.gR, S ad,?.(/) (Sl-S.)- + W (, S) (3)
a-1 IVN

fpv N1: a,,(k ,  f e [A.(T ) cos (wt+t0.(, b))

where ,'(' s) represents any entire function contribution to ,

the current, and it is assumed that only a finite number of
natural modes are substantially excited by the incident field. It + B,(T) sin (w.t + O. (f, b)] = 0, t> TL = T + 2 T

is further assumed that the only singularities of R(?' s) in the (7)
finite complex s-plane are simple poles , natural frequencies where the coefficients A.(T) and B,,(T) are given by
s. = o. + jw 0 . Then,/R47) represents t.,.e current distribution
of the arth natural mode, and a,, is the "class-l" coupling A,(T,)] e(t, )e- o Wsr' ,,
coefficient given by Baum [101. 1 B,(T,) - sin wct'

The far-zone backscattered electric field can be computed
by integrating the current distribution over the surface of the The linear independence of the damped sinusoids in (7)
target. The t component of backscattered field can then be requires A.(T,) = B4(T,) = 0 for all 1 : n : N.
written as It is important to note that A , (Te) and B(T) are indepen-

e - (J/c) dent of the aspect parameters E and f, verifying the aspect
Er (r, s, k) = r e(s)H(s, k, ) (4) independence of the E-pulse. This is a direct consequence of

the separability of the terms of the impulse response.
where r = 171 and H(s, &, ) is the aspect dependent transfer A physical interpretation of the E-pulse can be facilitated by
function of the target. Using (3) to represent the surface decomposing the excitation waveform as shown in Fig. 2 as
current, the transfer function can be inverse transformed to
d4,ermine the backscatter impulse response of the target. eft) ef) + eE(t) (9)

Because of the entire function contribution to the current, where eifQ) is an excitatory component, nonvanishing during 0
the impulse response will exhibit two distinct regions. The < t < T, the response to which is subsequently extinguished
early-time, forced component represents the backscattered by ee(t) which follows during T"< t < T,. Substituting (9)
field excited by currents during the time when the impulse is into (8) and using A.(T) = Bn(T) = 0 yields
traversing the target; it has a duration equal to twice the one-
way maximal transit time of the target T. The late-time free T, ee(t')e ' Cos W"t :I dt'
oscillation component is composed purely of a sum of constant r, sin (it'

amplitude natural modes and exists for all time t > 2T as J - dt'.

h(1, , )= a.(, N"' cos (t+4(k, f)), t>2T sin t
- (5) The excitation component of the E-pulse necessary to eradi-

() cate the response due .. , a prcselected excitiatory component
where it has been assumed that the entire function makes no can be constructed a n expansion over an appropriately

contribution to the late-time component [61. Thus, the hosen set of linearly independent basis functions as

component of the far-zone backscattered field is given simr

by the convolution of the time domain incident field and
impulse response, and is also composed of forced and fre e(t) = cmgm(t). (11)
oscillating portions. -. I

MI. INciDENT E-PuLSE WAVEFORM SYNTHESIS Equation (10) then becomes
iN

To synthesize an E-pulse for a particular target, the MC.,(T')C. -F C, IsI<N (12)
convolutional representation of the backscattered field is ,.-.
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e(t) L/a - 200

Sn

1lt 2 -0.0828 - A0.9251
20 2 -0.1212 - J1.912

3 -0.1491 * j2.884

L 4 -0,1713 - j3.874
5 -0.1909 - j4.85

4

0 6 -0.2080 - J5.845

2, 7 -0.2240 J6.829

e 8 -0.2383 - J7+821
L, 9 -0.2522 + j8.807

Tf Te  time 10 -0.,648 * j9.800

Fig. 2. Decomposition of E-pulse into forcing and extinction components.
Fig. 3. Orientation for thin-cylinder excitation and first ten natural frequen-

where cies.

M,1, ( T1, = gm(t')e -on, 1 d " 13a)
r , e f ( ' e -a " [ c s w i ' d t . 0 b

This can be written using matrix notation as

[CJ 
(14) WCM , (T,) C, Z 2

Solving this equation for C1, ", C2,, determines the
extinction component via (11) and thus the E-pulse. ------. 600

It is convenient at this point to identify two fundamental C! 300

types of E-pulses. When T> 0 the forcing vector on the right - late-time

side of (14) is nonzero and a solution for e6(t) exists for almost
all choices of T,. This type of E-pulse has a nonzero excitatory o . 0 ,.0 ,.0 .
component and is termed a "forced" E-pulse. In contrast, normalized time t/(L/C)

when Tf = 0 the forcing vector vanishes and solutions for Fig. 4. Thin cylinder impulse responses for 6 = 30* and 0 = 60' generated
e'(l) exist only when the determinant of the coefficient matrix using the first ten natural modes.
vanishes, i.e., when det [M(T,) = 0. These solutions
correspond to discrete eigenvalues for the E-pulse duration T,, late-time regions. An E-pulse to extinguish the first ten modes
which are determined by rooting the determinantal characteris- of the target is created by solving (14) using the corresponding
tic equation. Since there is no excitatory component. this type frequencies.
of E-pulse is viewed as extinguishing its own excited field and Fig. 5 shows a natural E-pulse synthesized to kill the first
is called a "natural" E-pulse. ten natural modes of the thin wire target, using a pulse

function basis set. The duration of the waveform, T, =
IV. THIN CYUNDER E-Pu.sE ANALYSIS 2.0408L/c, corresponds to the first root of the resulting

A theoretical analysis of a thin wire target has been determinantal equation. Superimposed with this is Kennaugh's
undertaken by various authors [11], [121. Target natural original A-pulse. The similarlity is striking, with the major
frequencies are determined from the homogeneous solutions to difference being the finite duration of the E-pulse. Also shown
the integral equation (2). The geometry of the target and its in Fig. 5 is a forced pulse function E-pulse constructed to
orientation with respect to the excitation field are given in Fig. extinguish the first ten modes of the target. The duration has
3 along with the first ten natural frequencies. The frequencies been chosen as 7, = 2.3 and the excitation component has
are normalized by rc/L where L is the length of the wire and c been chosen as a pulse function of width equal to that of the
is ,he speed of light, and correspond to a ,,,ire of r:i giei basis funciuAas.
by L/a = 200. Numencal verification of the thin wire E-pulse is given in

The thin cylinder impulse response can be calculated by Fig. 6. The natural E-pulse waveform of Fig. 5 is convolved
inverting (4) [121 and becomes a pure sum of natural modes in with the 30" and 60 ° impulse responses of Fig. 4 and the
the late time. Fig. 4 shows the impulse responses of thin resulting backscattered field representations are observed to be
cylinders oriented at G = 30* and 9 = 60, generated by using zero in the late time. Note also the expected nonzero early-
the first ten modes of the target. Note the distinct early and time response. This portion is useful since it provides a
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? - 300

090- - 2- ......

late-tioe

0) .0 . 0 4. 0 6. 0 .o 1;.o I .0

0 normalized time t/(L/C)

Fig. 6. Convoltuion often mode natural E-pulse with 30" and 60" ten mode
impulse responses showing null late-time response.

0 a

a (a)

- --. se-
of . t c -y

frequencies, et.)

0" L1  "

Teqetlo zef tim tiu/c)
norelized time tnh(LiC) (a)

Ib) -.

Fig. 5. Pulse function based E-puloe synthesized to eliminate first ten modes
of thin cylinder target. (a) Natural E-pulse compared to Kennaughs K- 
pulse. (b) Forced E-pulse of duration , = 2.3 L/c. o -iiu

N . 1 .0 i - -

comparative benchmark assessing the quality of the annulled component of the response; this is important when imperfect

sextinction" iq evident (due to noise, errors in the natural (b)
frequencies. etc.).

The question of E-pulse waveform uniqueness as the F 7-
number of natural frequencies extinguished N is taken to
infinity has not been resolved. For the thin cylinder target-
there appears to be suc' Ileique waveform. Evidence is

provided by Fig. 7 which shows natural E-pulses of minimum
duration designed to extinguish various numbers of natural T- , ,. "~ ' .', :'.

modes, using both Fourier cosine and pulse function basis normlzed time t/(tfC)

sets. It is apparent that these waveforms are nearly identical (b)
and thyappear to be converging to a particular shape. Fig. 7. Natural E-pulse constrcted using (a) Fourier cosine basis function

to eliminate 5. 6,. 78, 9, and 10 modes. (b) Pulse function basis functions
The most critical parameter necessary for E-pulse unique- to eliminate 3, 5. 7. and 10 modes.
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ness is the finite E-pulse duration T,. Thib rust converge to a
distinct value as N - co. For the pulse function basis se it can 1
be showa that the natural E-pulse durations are given by I

T,=21N-, p= 1, 2, -", 15 IN (15)

where w, is the imaginary part of the Ith natural frequency. If
this is written for the thin cylinder as / -t '- -

u),~TU -5(1) El(16)
L

where (1)/I decreases asymptotically to zero with increasing
1, then the minimum E-pulse duration converges to

2rN L(T'),,,n lim L

N-- "[N-6(N)l c 2
L 7

=2 - . (17)

0.0 2.0 .o 6.0 B 0 0

V. TARGET DISCRIMINATION WITH E-PuI.SE WAVFFORMS 0 , " . )

Fig. 8. Convolution of 10 mode naftiral thin cylinder F-pulse with 60" thin
Discrimination between different thin cylindertargetss cylinder impulse resplnse and 60 ° 

rcspose ol ;i c ltidcr 5 percent longer.

demonstrated by convolving the natural E-pulse of Fig. 5,
which has been constructed to extinguish the first ten modes of -

a target of length L, with the impulse response of the expected
target and a target 5 percent longer. The result is shown in Fig.
8. The late-time response of the expected target has been
successfully annulled, while the response of the differing
target is nonzero over the same period. The difference in
target natural frequencies provides the basis for discrimination
based on the comparison of adequately dissimilar late-time
responses of differing targets.

Sensitivity of E-pulse performance to the presence of
uncorrelated random noise is investigated by perturbing each
point of the thin cylinder impulse response of Fig. 4 by a
random amount not exceeding 10 percent of the maximum o_
waveform amplitude. lhe result is shown in Fig. 9. An

attempt is then made to extinguish this noisy response by
convolving it with the natural E-pulse of Fig. 5. As expected,
the convolution, shown in Fig. 10, does not exhibit a null late-
time response, but results in a distribution of noise about the ,
zero line. Also plotted in this figure is the convolution of the
E-pulse with a noisy waveform representing a target 5 percent r

longer. It is quite easy to separate the effects of noise and 0-0 2.0 '.0 0 a 0 10.0 12.0

target length sensitivity, suggesting that random noise will not IIt
Fig. 9. Thin cylinder 60" impulse response generated from first ten natural

interfere with target discrimination, modes, with ,t percent random noise added.

VI. EXPERIMENTAL VERIFICATION OF THE E-PULSE CONCEPT 8* and characteristic impedance of 160 fl, while reception is

Time domain measurements of complex conducting target implemented using a short monopole E-field probe of length

responses provide the means for a practical test of the E-pulse 1.6 cm. Although the receiving probe is not positioned in the
concept. The present experiment involves measuring the near far field region of the scatterer, the resulting measurements
scattered field response of a simplified aircraft model to have the desired modal content in the late-time period,
transient pulse excitation. A Tektronix 109 pulse generator is providing the small probe purely differentiates the waveform.
used to provide a quasirectangular 400 V incident pulse of Lastly, discrete sampling of the time domain waveform is
nanosecond duration. Transmission of the pulse over a 5 x 6 accomplished by using a Tektronix sampling oscilloscope (S2
m conducting ground screen is accomplished by using an sampling heads, 75 ps risetime) coupled to a Radio Shack

(imaged) biconical antenna of axial height 2.5 in, half-angle of model III microcomputer.
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Fig. 10. Convolution of natural ten mode E-pulse with noisy ten mode 60' ?
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Fig. 12. Measured response of a McDonnel Douglas F-I8 aircraft model
S. 09and give dominant natural frequencies.

S I0
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0.0 0.6 1.0 I. 2'.o 0.1 .0tlte-t1 - time in nanoseconds

C Fig. 13. Natural E-pulse constructed to elirmnate the seven dominant modes

o.0 2.0 4.0 6'. .0 10.0 12.0 in the 707measured response.
tift in nanosconds

Fig. II. Measured response of a Boeing 707 aircraft model and seven the figures are the dominant natural frequencies extracted from
dominant naltural frequencies, the late-time portion of the response using a nonlinear least

squares curve fitting technique [13]. E-pulse waveforms can
In this experiment, an attempt is made to discriminate then be constructed to annul these frequencies.

between two aircraft models by employing the E-pulse Pulse function based natural E-pulses constructed to annul
technique. Figs. I I and 12 show the measured pulse responses each of the two target responses are shown in Figs. 13 and 14.
of simplified Boeing 707 and McDonnell Douglas F- 18 aircraft Discrimination between the targets .- accomplished by con-
models, respectively. Each model is constructed of aluminum volving these waveforms with the me, red responses of Figs.
and has a geometry as indicated in the figures. Also shown in 11 and 12. Fig. 15 shows the convoluuon of the F-18 E-pulse
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in the F-IS measured response. Fig. 16. Convolution of the 707 E-pulse with the F-I8 measured response.
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Fig. iS. Convolution of the F-IS E-pulse with the F-IS measured response Fig. 17. Convolution of the 707 E-pulse with the 707 measured response
showing "extinguzished'" lace-tomne region, showing "'extinguished" lawe-time region.

with the F-IS measured response. Compared to early time, the VII. SUMMARY AND CONCLUSION
late-time region has been effectively annulled. In contrast, Radar target discrimination based on the natural frequencies
Fig. 16 shows the convolution of the 707 E-pulse with the F- of a conducting target has been investigated. The response of
18 measured response. The result is a relatively larger late- targets to a particular class of waveforms known as -
time amplitude. Similarly, Fig. 17 displays the convolution of pulses" has been demonstrated to provide an effective means
the 707 E-pulse with the 707 measured response. Again, the for implementing a discrimination process in the presence of
late-time region of the convolution exhibits small amplitude, random noise.
Lastly. Fig. 18 shows the convolution of the F- 18 E-pulse and Two types of E-pulses have been identified, natural and
the measured response of the 707 model. As before, the forced. Discrimination based on natural E-pulses and the
"wrong" target is exposed by its larger late-time convolution response of a thin cylinder target has been demonstrated
response, theoretically.

c;i
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Frequency Domain E-Pulse Synthesis and Target
Discrimination

EDWARD J. ROTHWELL, MEMBER, IEEE, KUN-MU CHEN, FFLLOW, IFFF, DENNIS P. NYQUIST. kli-mlif-R. Hi-i, ANfr

WEIMIN SUN

.4bstract-A frequency domain approach to the E.pulse radar target domain analyses will be used to develop a set of defining E-
discrimination scheme is introduced. This approach is shown to allow pulse equations. The frequency domain approach will he
easier interpretation of E-pulse convolutions via the E-pulse spectrum, shown to be of significant value not only for providing a much
and leads to a simplified calculation of pulse basis function amplitudes in
the E-pulse expansion. Experimental evidence obtained using aircraft more convenient way of viewing E-pulse discrimination, but

models verifies the single-mode discrimination scheme, as well as ihe also for constructing certain E-pulse waveforms.
aspect-independent nature of the E-pulse technique. This leads to an Lastly, experimental results using aircraft modcls will be
integrated technique for target discrimination combining the E-puise with presented, demonstrating single mode discrimination and

single mode extraction waveforms, verifying the aspect independence of the E-pulse technique.

I. INTRODUCTION II. TIME DOMAIN SYNlHFIsS

T HE TIME-DOMAIN scatte ' field response of a Assume that the measured time domain scattered field
conducting arget has been observed to be composed of an response waveform of a conducting radar target can he written

early-time forced period, when the excitation field is interact- during the late-time period as a finite sum of damped sinusoids
ing with the scatterer, followed immediately by a late-time
period during ,knich the target oscillates freely [11, [21. The
late-time poiiion can be decomposed into a finite sum of r(t) = a,,'I cos (w,,I + ,,), t > T, (I)
damped sinusoids (excite,' uy an incident field waveform of .

finite usable bandwidth), oscillating at frequencies determined
purely by target geometry. The natural resonance behavior of where a, and e0, are the aspect dependent amplitude and phase

the late-time portion of the scattered field response can be of the n'th mode. TI describes the beginning of late time, and

utilized to provide an aspect-independent means for radar only N modes are assumed to be excited by the incident field

target discrimination [31-[71. waveform. Then, the convolution of an E-pulsc waveform e(t)

An extinction pulse (E-pulse) is defined as a finite duration w,!h the measured response waveform becomes
waveform which, upon interaction with a particular target,

eliminates a preselected portion of the target's natural mode c(t) = e(t)*r(t)

spectrum By basing E-pulse synthesis on the target natural
frequencies. the E-pulse waveform is made aspect-indepen- = e(t')r(t - t') dt'

dent. 0

Discrimination is accomplished by convolving an E-pulse
waveform with the measured late-time scattered field response = ane°n'[A, cos (wot + On) + B, sin (w.,t + 0,,

of a target. If the scattered field is from the anticipated target.
the convolved response will be composed of an easily t > TL = T + T, (2)
interpreted portion of the expected natural mode spectrum. If
the target is different from that expected, a portion of its where
dissimilar natural mode spectrum will be extracted, resulting
in an unexpected convolved response. (Al ,el'e-O" o ,' 3

This paper will consider the construction of two types of E- B,sin wt' (3)
pulse waveforms. The first is designed to eliminate the entire
finite expected natural mode spectrum of the target, and the and T, is the finite duration of e(t).
second to extract just a single mode. Both time and frequency Two interesting waveforms are now considered. Construct-

ing c(t) to result in c(t) = 0, t > T1_, requires
Manuscript received December 26. 1985. revised April 24. 1986 This

work was supported by Naval Air Systems Command under Contract N00019- A,, = B,, -: 0, 1 <s n : N. (4)
94-C-0190

The authors are with the Department of Electrical Engineering and Systems
Science. M'chigan State University. East Lansing. MI 48824 This approach was considered in [3]. In addition, e(t) can also

IEEE Log Number 8613188 be constructed so that c(t) is composed of just a single mode
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In this case e(I) is termed a 'single mode extraction sigoal," or. equivalently,
as discussed in 151-(71. If the specific value of the phase E(s.)=E(s:*=O, 1 5nsN. (16)
constant of c(t) is unimportant, e(t) can be synthesized by
demanding In addition, a sin/cos m'th mode extraction waveform can be

A,,=B=O, 0 _n<_N, n~m (5) synthesized via

to excite the mn'th natural mode. On the other hand. requiring E(s)=E(s)= 1 <n<_N, n*m (17)

A, 8,, = 0, 1 ~s ~N, ,rn while a sine m'th mode extraction waveform requires

A 0 (6) E(s,)=E(s*,)=0, lsn<_N, nfm

result, in E(sm)= -E(s*) (18)

and a cosine m'th mode extraction waveform necessitates
() ct) = a,,,e"B,,, sin (W,,, + 0,,,) (7) ES,=E(s 0 <nsN, n~m

and requiring E(s.) =E(s). (19)

A,, B,,- 0, I sn:N, n m It is easily shown that the frequency domain and time

- (8) domain requirements for synthesizing an E-pulse are identical.
By expanding the exponential in (12). one can show that (17).
(18), and (19) are equivalent to (5). (6). and (8), respectively.

ct) c, (t) = a,,,e",,,'A cos (W,,, 1+ 01,,). (9) A significant benefit of using a frequency domain approach
comes via the increased intuition allowed by (II). When an E-

rhc /-'-pulse resulting from (5) is termed a "'sin/cos" single pulse waveform is convolved with the measured response of
nlo.c extraction waseforni. since c(t) contains both sine and an unexpected target, the amplitudes of the resulting natural
cosine comhponents. SimilarlY (6) results in a "sine" and (8) a mode components are determined by evaluating the magnitude
'cosine' single mode extraction waveform With the proper of the spectrum of e(t) at the natural frequencies of the target

1iiorilih/ation ol e(t) (giving A,, = B,,,). the convolved (a result of the Cauchy residue theorem). Thus, the E-pulse
wavehrlls (7) and (4) can be combined to yield plots of the spectrum becomes the key tool in predicting the success of E-
in 'th iiiodc frcquencies versus time. via pulse discrimination.

(,(t) IV. E-PULSF. SYNTHESIS USING FREQUENCN DOMAIN APPROACH
,o,,, 1 "0,, = tan I -

C, (I) To implement the E-ptflse requirements. it becomes neces-

sary to represent the waveform mathematically. Let e(i) be
o,, I+log u,,,,,=- log.k-(t)+c(it)1. (10) composed of two components

2e~t) = ef(t) + ee(t). (20)

Here e'(t) is a forcing component which excites the target.
The .on'.olulion ot the E-pulse wavcforml with the mea- and e(t) is an extinction component which extinguishes the

sured response wasclorm can also e written in the form response due to ef(t). The forcing component is chosen

freely. while the extinction component is determined by first

,) I E(s,,)le",' cos (W,,t + i,,), t> T (1I) expanding in a set of basis functions

w h e r e e r ( t ) = c ,,f .,( ) ( 2 1 )

m= I

EM---X (em e(t)e " dt (12) and then employing the appropriate E-pulse conditions from
'" Section Ill. For an E-pulse designed to extinguish all of the

is the Liplace transorm oit' !he E-pulsc waveform, and modes of the measured response, using (16) results in the
matrix equationE. ).. . .-

0 ( t (13) (si) F.2(s,)... F,,(s) i - E'(s)

where F,(s,) F2 (sv) ... F(s.,) -E/(s)
F, (s I) F,(s) ... F.(s) : - E (s,*)

E,.=lm {E(s,,)} E,.=Re {E(s.). L4) ' . •

Now. c(i) = 0 hor t > T, requires LF(s'v) F,(s ) " FI(s ) ow -E'(sI

E,, = E,. = 0,' I_ n<sN (15) (22)
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where .1A

Ef(s)=2 {fe(t (23)

and Md = 2N is chosen to make the matrix square. Similar
equations can be constructed to accomodate the requirements
given by (17), (18), or (19).

As in [31, two types of E-pulses can be easily identified.
When e'(t) # 0, the forcing vector on uhe right-hand side of Fig. I. Aluminum aircralt m dels at Boeing 707 liit) and M,.D,-nncl

(22) is nonzero. and solutions for the basis function amplitudes Douglas F-18 used in the expcriment. Note that the models are n,,t a, the

exist for any choice of E-pulse duration, T, which does not same ,calc. but rathcr arc tl similar physicaIl Izc

cause the matrix to be singular. In contrast, when e'(t) = 0
the matrix equation becomes homogeneous, and solutions for
e'(t) exist only for specific durations Te. which are calculated
by solving for the zeros of the determinantal equation. The
former type of E-pulse is termed "forced" and the latter cosini-.., "

"natural." Since a natural F-pulse has no forcing component. to, 70,

it is viewed as extinguishing its own excited response.
The frequency domain approach makes it possible to

visualize an improved E-pulse waveform whose spectrum has
been shaped to accentuate the response of a known target. For ,!_

example. by using damped sinusoids or Fourier cosines as
basis functions in the E-pulse expansion. it is possible to 1....,,, ", ,0.
concentrate the energy of the E-pulse near prechosen fre- _!

quencies, and enhance the single mode response of a particular
target [41. 0

V. CALCULATION OF PULSE BASIS FUNCTION AMPLITUDES

A very useful application of the frequency domain approach
results from using subsectional basis functions in (21). Let .0 . .. 0 2.1

f(t=g(1-Im -II) (in-l)A1<_5t :_i-%fi

0,t)= ull n ~~elsewhere Fig. 2. Natural rc.ancular pulse lunctizn bascd firsi modJe c,rau..n
%itich~rwis, Ior the Boeing 707 im ail model

(24)
when the determinant of the matrix is zero. As the determinant

where g(t) is an arbitrary (but Laplace transformable) func- is of the Vandcrmondc type 181, the condition for a stnLul.r
tion. and .1 is the pulse width. Then matrix can be calculated easily as

,. p

(= g(t-[m-l=)e "dt = , p=1,2, 3,. I <_k-N. 12x)
W~

k

Thus. the duration of the E-pulse depends only on the

and the matrix equation (22) can be written for the case of the imaginary part of one of the natural frequencies, With ..
natural E-pulse as determined, the basis function amplitudes can be calculated

I ... 2.-v- - using Cramer's rule and the theory of determinants (91 asI Zi "t " Il

a . a , . = " ' " ,I, ." 'P"4 -( 2 9 )

I ZV Z % . v 0 (26) where P, , is the sum of the products n -i at a time, without

I Z* (z) 2  " (z*)2.-I repetitions. of the quantities z,, zZ. z,, ,

Note that g(t) does not appear in this analysis, and thus the
I z . (z )* .. (Z )2,.- t a,. resulting pulse amplitudes are independent of the individual

.. pulse shapes. However, when discriminating between differ-
ent targets, g(t) manifests itself through the term F (s).

where
VI. EXPFRIMENTAL RESULTS

z.e~ (27) This section will address two important topics First

Equation (26) is homogeneous. and thus has solutions only discrimination between two similar aircraft models %kill hc
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Fig. 3. Single mode angular frequency and damping coefficient extracted from the convolved outputs of the first mode extraction

signals for the 707 target and the 707 meacured response.
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Fig. 4 Singular mode angular frequency and damping coefficient extracted from the convolved outputs of the fourth mode
extraction signals for the 707 target and the 707 measured response.

demonstrated using single mode extraction waveforms. Sec- using (18) and (19) together with (24) to extract the first and

ond. the aspect independence of the E-pulse technique will be fourth modes of the 707. The first mode waveforms are shown

confirmed using the same two models, in Fig. 2. Discrimination between the F-18 and the 707 can be

The measured near field responses of simplified McDonnel accomplished by convolving the E-pulse waveforms with each

Douglas F-IS and Boeing 707 aircraft models have been of the measured aircraft responses. If the E-pulses are

published previously (3]. The models are constructed of convolved with the expected (707) response, the result should

aluminum, and are shown in Fig. I. The dominant natural be either a pure first or fourth mode damped sinusoid. If theE-

frequencies have been extracted from the late-time portions of pulses are convolved with the unexpected (F-18) response, the

the responses using a continuation method 1101. N, ith these, result will be an unrecognizable conglomeration of the modes

pulse function based natural sine and cosine single mode of the unexpected target.

extraction waveforms of minimum duration can be constructed Figs. 3-6 show the results of convolving the 707 E-pulses
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Fig. 7. Convolved outputs of F-18 E-pulse and pulse responses of F-18 model measured at (a) 0' aspect angle, (b) 30" aspert angle,
(c) 45" aspect angle, (d) 60" aspect angle.

with both the 707 and F-I8 responses. These frequency plots of the 707 and F-18 models with the fuselage axes aligned at
are obtained from the actual convolved waveforms by using various angles with respect to the transmitting/receiving
(10). The dotted lines represent the slopes of the expected first antenna configuration. Two natural rectangular pulse based E-
or fourth mode frequencies. It is seen that the frequency plots pulses of minimum duration, one designed to eliminate all of
for the expected target (Figs. 3 and 4) parallel the expected the modes detected in the 707 responses and one designed to
frequency lines in the late-time, while those for the unexpected eliminate all the modes in the F-18 responses, are then
target (Figs. 5 and 6) do not. Thus, the 707 and the F- 18 are constructed according to (28) and (29).
easily discriminated. Convolution of the 707 and F- 18 E-pulses with each of the

It is also quite important to verify L ,perimentally the aspect measured aircraft responses yields the results shown in Figs.
independence of the E-pulse technique. To accomplish this, 7-10. It is apparent from Fig. 7 that convolving the F-18 E-
measurements have been made of the near-field pulse response pulse with the measured F- 18 response gives a waveform with
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Fig. 8. Convol'ed outputs ofB707 E-pulse and pulse responses of B707 model measured at (a) 0' aspect angle, (b) 30° aspect angle.
(c) 90" aspect angle. (d) 180' aspect angle.

negligible amplitude in the late time, regardless of the aspect has a greater potential for accurate target discrimination
angle. Similar results are obtained in Fig. 8 when the 707 E- decisions.
pulse is convolved with the 707 measured response. In

contrast, Figs. 9 and 10 reveal that when the 707 E-pulse is
convolved with any F-18 response, or when the F-18 E-pulse The E-pulse radar targct discrimination concept has been
is convolved with any 707 response, the late-time portion of expanded upon, incorporating single mode extraction wave-
the resulting waveform has significant amplitude. Thus, forms into an integrated technique. Both time and frequency
discrimination between the two aircraft models is possible domain analyses have been included, and their equivalence
regardless of the target aspect. demonstrated. The frequency domain viewpoint is helpful for

The experimental results suggest the feasibility of an E- interpreting E-pulse discrimination, and it has been applied to
pulse target discrimination scheme which utilizes both a pulse basis function amplitude calculation.
waveform designed to eliminate all the modes of a target and a Experimental results obtained using aircraft models have
set of waveforms designed to extract various individual target demonstrated the validity of radar target discrimination based
modes. This technique integrates the single mode extraction on single mode extraction waveforms. Most importantly.
concept and the usual E-pulse technique into a scheme which experimental evidence has also shown the E-puLie technique to
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Fig. 9. Convolved outputs of B707 E-pulse and pulse responses of F-IS model measured at (a) 0* aspect angle. (b) 45* aspect angle
(c) 90' aspect angle. (d) 180* aspect angle.

be successful regardless of target aspect angle. This aspect- "Radar target discrimination by convolution of radar return with
independence of the E-pulse concept is fundamental for it extinction-pulses and single-mode extraction signals," IEEE Trans.

Antennas Propagat.. vol. AP-34, pp. 896-904. July 1986.
application to practical situations. [6] K. M. Chen and D. Westmoreland, "Radar waveform synthesis for

exciting single-mode backscatters from a sphere and application for
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Extraction of the Natural Frequencies of a Radar
Target from a Measured Response Using

E-Pulse Techniques
EDWARD J. ROTHWELL, MEMBER, IEEE, KUN-MU CHEN, FELLOW, IEEE, AND DENNIS P. NYQUIST, MEMBER, IEEE

Abstract-A new scheme is introduced for extracting the natural In this paper an alternative scheme is proposed, utilizing E-
resonance frequencies of a radar target from a measured response. The pulse waveforms. It will be shown that this approach also
method is based on tht E-pulse technique and is shown to be relatively overcomes the drawbacks of Prony's method, but is more
insensitive to random noise and to estimates of modal content. Verifica-
tion of the technique is accomplished by comparing the natural frequen- efficient than nonlinear curve-fitting. The scheme was first
cies extracted from the measured responses of a thin cylinder and a introduced in [12] and [151, and is based on the frequency
circular loop with those obtained from theory. The applicability of the domain E-pulse concept first discussed in [14].
technique to Iow-Q targets is also demonstrated, using the measured
response of a scale model aircraft. ii. TmE E-PULSE TicHiiQuE

I. INTRODUCTION An extinction-pulse (E-pulse) e(t) is defined as a waveform
of finite duration Te which extinguishes Es(t) in the late time

M ANY RECENT RADAR target discrimination schemes [1]. That is, convolution of e(t) and Es(t) yields the null result
have utilized the late-time natural oscillation behavior of

conducting targets [11-[51. These techniques are based upon c(t) = e(t)*E'(t) T, e.')E(t-tV) dt' = 0,
the assumption that the late-time scattered field response of the )
target obeys the natural mode representation

t> TL + . (2)

E(t) = aean' cos (w, t+ 0,), t> Ti (1) Using the natural mode representation for ES(t) allows (2) to
n , be written as

where s. = o + Jw. is the aspect independent natural N

frequency of the nth target mode, a, and 0, are the aspect and c(t) = IE(sn)Iaean' cos (wt + )=0, t> TL + 7.
excitation dependent amplitude and phase of the nth target
mode, TL describes the beginning of the late-time period, and (3)
the number of modes in the response N is determined by the
finite frequency content of the waveform exciting the target. where II. is a new phase factor and E (s) is the Laplace

Since the natural frequencies of the target are aspect transform of e(t)
independent, they form an ideal set of discriminants. Employ-
ing thir set requires the knowledge of the natural frequencies E(s) = £ {e(t)} = et)e-s' dt. (4)
of a wide variety of targets. As a theoretical determination of e d
the natural frequencies of a complex target is impractical, it
becomes necessary to develop a scheme for extracting the If the natural frequencies of a target are known, an E-pulse for
frequencies from a measurement of the response of the target. that target can be synthesized by demanding

A typical approach might use Prony's method [6], [7]. E(sn)=E(s* 0, l-n<N (5)
Although this technique is simple and efficient, it has been
found to be overly sensitive to random noise and to the number and the convolution (3) will yield zero regardless of the aspect
of modes assumed to be present in the measured response. A angle of the target for which Es(t) is measured.
nonlinear least squares curve-fitting scheme can overcome Conversely, if the natural frequencies of a target are
these drawbacks, but requires a time consuming minimization unknown, they can be extracted from the measured Es(t) by
involving 4N variables [8]. solving the integral equation given by (2). This equation can

either be solved directly for the complex frequencies used to
Manuscript received February 12, 1986; revised June 2. 1986. This work construct e(t) or for e(t) itself. If e(t) is determined, the

was supported by the Naval Air Systems Command under Contract N00019- complex frequencies eliminated by eft) can be found by
85-C-0411 and by the Office of Naval Research Grant N00014-87-K-0024.

The authors are with the Department of Electrical Engineenng and Systems locating the roots to [ 121
Science. Michigan State University. East Lansing, MI 48824
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An E-pulse waveform can be represented as an expansion e(t)
over a set of basis functions {fk(t)}

K Z] g(t)

e(t) = akfk(t) (7)
k-I

where ak are the basis function amplitudes. Then, the
requirements (5) result in a matrix equation for the real
amplitude parameters tk. Choosing K = 2N results in a
homogeneous equation which has solutions only at discrete
values of T.

The difficulty associated with locating all the roots of (6)
can be overcome by choosing subsectional basis functions in
the E-pulse expansion

A t)= g(t[k I) (k- l)A<t<kA (8 T

fk(t)={o, elsewhere (8) 1

resulting in the E-pulse shown in Fig. 1. Here g(t) is any
Laplace-transformable function. The E-pulse spectrum is then latter minimization is computationally less intensive, since a

easily -:, cuiated as new E-pulse need not be created at each step in the

K minimization, but it requires a normalization scheme to

E(s)=F(s)eA I cre-ska (9) prevent the trivial solution ak = 0.
k-I The integral equation can also be solved by using the

method of moments [10]. The E-pulse is expanded as in (7)
where F(s) is the Laplace transform of the first basis and moments are taken with a set of weighting functions
function. Now the roots to E (s) are easily found by solving { w.(t)}
the polynomial equation

KK W" w(t), Z k ' (t)-tt)d =
,UkZk=O (10) k-1 0

k-I
m=1,2, ..,M (14)

where
where the brackets () indicate the inner productZ=e - s5 (1

This set of functions also allows a simple calculation of (t), g(t); j f(t)g(t) dt. (15)

duration T, when synthesizing E-pulses. It has been shown [9] Choosing K = M = 2N to reflect the number of modes
that the solutions to the homogeneous matrix equation de- believed to be in Es(t) results in a homogeneous matrix
manded by (5) are equation for the basis function amplitudes, a solution to which

is possible only at discrete values of T, which cause the
A=-, l-ksN, p=l, 2, 3, "". (12) determinant of the matrix of coefficients to vanish. By

Wk choosing subsectional basis functions (8) an estimate for the

[I. SOLUTIONS TO THE INTEGRAL EQUATION natural frequencies in ES(t) is found by solving (10).
With either of the two approaches, the amplitudes and

Solutions to the integral equation (2) have been ohtained phases of the natural modes comprising E(t) can be found as a
using two different methods. The first approach is to minimize last step by using linear least squares.

c 2(t) = fe(t) * Es(t)]2  (13) IV. DISCUSSION OF THE METHODS

over the range of t corresponding to the late-time period of the The major benefit of each of the two E-pulse methods is that
convolution, t > TL + T. This can be done either with they overcome the sensitivir f Prony's method to noise and
respect to the complex frequencies used to construct the E- to estimates of modal cc . Although the minimization
pulse via (5), or with respect to the basis function amplitudes approach requires a compt nally time consuming multiva-
used to construct e(t) via (7). If minimization is done with riable minimization procc because the amplitudes and
respect to the complex frequencies, then the estimated values phases are not involved th, number of parameters utilized
of the natural frequencies contained in EI(t) are available is only 2N, compared to ,r nonlinear curve-fitting, and
directly at the minimum point. If minimization is done with only half the number of ir guesses are needed for starting
respect to the basis function amplitudes, then estimates of the the minimization. On the utner hand, the moment method
natural frequencies in E'(t) are obtained by solving (6) or (10) approach is extremely efficient; no minimization scheme is
using the values of ,k obtained at the minimum point. The required, only a search for the single parameter T,.
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The insensitivity of these two approaches to the number of may be performed), in the E-pulse technique T, is linked
modes estimated to be present in Es(t) leads to a particularly directly to the natural frequencies contained in the measured
useful scheme. Extraction of the frequencies in El(t) may response.
begin by assuming a small number of modes (usually one) to When minimizing with respect to the natural frequencies,
be present. For the methods requiring minimization, the the duration of the E-pulse convolved with the data is chosen
frequencies extracted with a small number of modes assumed to be the smallest allowed by (12). Note that this is given by
present prove to be very good initial guesses for the case when
more modes are assumed present. For the moment method, ir
because of the relationship (12), the value of Te obtained (Te)m,n=2N (16)
allows an excellent estimate of the T to expect with more
modes allowed. where w,, is the largest value of w present among the natural

The reasons for the success of the E-pulse method in the frequencies in the response. This choice results in the largest
presence of random noise can be identified by investigating the amount of the late-time convolved response used in minimiz-
relationship between Prony's method and the moment method ing c2(t). As the frequencies change during the minimization
approach to the E-pulse technique. By choosing impulses for process the duration will change as well, but it is always
both expansion and weighting functions in (14) and taking K related through (16).
= M + 1, an inhomogeneous matrix equation results. The When minimizing with respect to the basis function ampli-
matrix can be solved directly for ,-k and the natural frequencies tudes, the E-pulse duration is allowed to be a free variable.
contained in Es(t) estimated by solving (10). Such an approach However, at each step the basis function amplitudes represent
is found to be identical in all respects to Prony's method. an E-pulse which eliminates a certain set of natural frequen-

Because of the discrete nature of the convolution integral, cies, and the duration is tied to those frequencies via (12).
each of the matrix entries and the right hand side vector In employing the moment method, the E-pulse duration is
elements are merely a single sampled value of the measured the only free parameter. When a zero of the determinantal
waveform. Thus, Prony's method is very sensitive to noise equation is located, it will again be tied to the natural
contamination of E(t) and so is an inherently ill-conditioned frequencies eliminated by the E-pulse through (12). As
algorithm (see [16]). The moment method approach can be before, it is prudent to search for the smallest value of T,
viewed as a generalization of the basic Prony's method, where which satisfies the determinantal equation since this results in
preprocessing of the measured data is naturally introduced, the longest late-time portion of the convolution.
The preprocessing step can be incorporated in two places, As a last note, the E-pulse technique as a whole should not
individually or simultaneously, each of which works to reduce be considered just a generalization of Prony's method. For
the noise sensitivity of the technique. First, by utilizing instance, the minimization with respect to natural frequencies
expansion functions which together span the E-pulse duration approach completely avoids the second step in Prony's
T, (such as rectangular pulses), the convolution integral in method-solving a polynomial equation for the natural fre-
(14) performs a moving window type smoothing of the quencies (which itself can be an ill-conditioned problem). In
measured data. Second, by using weighting functions which the moment method approach a different choice of basis
together span the late-time region of the convolution, the inner functions requires finding not the roots of a polynomial, but
product integral (15) introduces additional smoothing. Al- those of a sum of different functions altogether.
though the numerical examples presented below utilize im-
pulse functions for weighting, preliminary results using V. EXAMPLES

rectangular pulses indicate an additional reduction in noise As a simple numerical example, Fig. 2 shows the theoretical
sensitivity, impulse response of a thin cylinder oriented at 30' with

The result of preprocessing the measured data is matrix respect to the incident field, constructed using the first eight
elements which are each a function of a large portion of the natural frequencies of the cylinder [1 1]. An attempt will be
measured data. Consequently, solutions are less sensitive to made to extract these frequencies from the response using the
the perturbation of individual sampled values of E'(t), and so E-pulse techniques.
the E-pulse technique is a better conditioned algorithm. To simulate a practical situation, this waveform is sampled
Further noise reduction capabilities can be introduced by using at 500 points. The convolution indicated in (2) is then carried
basis functions that individually span T, (such as Fourier out by interpolating linearly between sampled points, and
cosines) and/or weighting functions that individually span the analytically integrating the product of the linear curve and the
late-time of the convolution, involving even more of the mathematical representation of the basis functions from (8).
measured data in each matrix element. However, choosing To keep the integrals simple, rectangular pulse basis functions
basis functions which are not subsectional complicates the are used throughout.
search for zeroes of the E-pulse spectrum, since (10) can no The minimization schemes utilize standard Newton's
longer be used. method and thus require initial guesses. For minimization with

One last distinction between Prony's method and the E- respect to the complex frequencies, initial guesses for a, and
pulse techniques is the manner in which the E-pulse duration w,, are required. These can often be obtained from the Fourier
T, is selected. Whereas in Prony's method T, is determined spectrum of Es(t) via the fast Fourier transform (FFT). For
solely by the sampling interval (so that discrete convolution minimization with respect to the basis function amplitudes.
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initial guesses are required for ctk. Anticipating these values is
difficult, since intuition is lacking. However a good guess for o
the amplitudes can be obtained by constructing at the first step
an E-pulse based on guesses for a. and w,..

The number of basis functions chosen in the E-pulse 3 .
expansion reflects the number of modes expected-two func- t c-
tionsforachmode. If a dc component is present in EP(t) as anI

artifact of the measurement system, it can be effectively

o L 0 thoy9

eliminated by utilizing an additional basis function [9]. " oteoy,

To demonstrate the insensitivity of the E-pulse techniques "montetd

late-tim e 30 -. -t 0. .*.

to the number of modes assumed present in Es(t), an attempt o +" latetmet
will be made to extract four of the eight frequencies used to i.

construct Fig. 2. Fig. 3 shows the results of using the moment

method with impulse weighting functions, and minimization o.,with respect to the complex frequencies. Obviously, the first
four modes have been extracted with very good precision,
even thug based nuesses e has anen d-il 9. . .

underestimated. c-. 3. ' .
To demonstrate the insensitivity of the E-pulse techniques romla.z d. n ce t o/(C/L)

to the presence of random noise, an attempt will be made to Fig. 4.
extract the frequencies from a noisy version Fig. 2. The

amplitude of the added noise is chosen to be 10 percent of the response at a total of 240 points. Fig. 6 shows the results of
maximum value of the waveform. Fig. 4 shows the sults of extracting the five dominant natural frequencies using minimi-

using the same moment method and minimization approaches, zation with respect to the complex frequencies. Rectangular
and the results are seen to be quite adequate Note that the pulse basis functions have been used again, and sampled point
values of obtained are usually much better than the values convolution performed as described above. The comparison of

of a.. As a direct comparison, [8, fig. 3(d)) shows the natural the extracted frequencies to those given by theory is excellent.
frequencies extracted from the noisy response using Prony's As a second practical example, Fig. 7 shows the measured
method. It is apparent that utilizing the E-pulse concept late-time scattered field response of a thin wire circular loop to
provides a decrease in the noise sensitivity of the extracted a nanosecond pulse excit )n field. The measurement system
natural frequencies has sampled this wavetori at 1024 points. Fig. 8 shows the

As a more practical example, Fig. 5 shows the measured result of using minimization with respect to the complex
surfa current response of a thin cylinder to a nanosecond frequencies to extract the six dominant natural freqOo ecies.
pulse excitation field (see [nI for a detailed description of the Also shown in Fig. 8 are the theoretical values calculated
experiment). The measurement system has sampled this using a Fourier series type solution 13). Again. the fequen-
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C2 ,. rectangular pulse expansion functions). The agreement be-
-. o -it0 70 .0 9.0 2.0 tween the results obtained by these radically different methods

daMing Coefficient it 6. is very good, verifying the usefulness of the E-pulse technique
Fig. 6. for low-Q structures.

cies extracted from the measured waveform compare quite VI. CONCLUSION

well with the theoretical values.
Lastly, it is important to demonstrate that the E-pulse Two new approaches to extracting the natural frequencies of

technique will work successfully for low-Q type targets. In 1 1, a radar target have been presented. They are based on the E-
fig. III the measured nanosecond pulse scattered field pulse technique, and have been shown to be relatively
response of a Boeing 707 aircraft model is shown, sampled at insensitive to random noise and to the number of modes
400 points. Although no theory is available for predicting the assumed present in the measured response. They have also
natural frequencies of this structure, they have been extracted been shown to work in practical situations, accurately repro-
from the measured response using a nonlinear least squares ducing the expected natural frequencies of a thin cyclinder and
technique (8]. Fig. 9 shows the six dominant natural frequen- a circular loop from measured values of their transient
cies extracted using the least squares approach. and also those respunses. Lastly, the new methods have been used to ,erify
extracted using minimization of the late-time convolved the values of the natural frequencies of ,, low-Q aircraft model
response with respect to the complex frequencies (again, using obtained using a different approach.
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Appendix 5

A Hybrid E-PulselLeast Squares Technique for
Natural Resonance Etraction

E. J. ROTHWELL AND K. M. CHEN

A new technique to extract the resonant frequencies of a radar
target is presented. The scheme is completely automated, with only

the number of natural modes expected and the beginning of late-
time as inputs. Results using experimental data demonstrate the
insensitivity of the method to random noise, and to estimates of
modal content. Further, the technique is computationally efficient.
taking only a few minutes to execute on a PC.

I. INTRODUCTION

Recent interest in using natural resonances in the discrimination

of radar targets has prompted the introduction of several new
schemes for extracting natural resonance frequencies from a mea-
sured transient response [1J-15]. None of these has proven com-
pletely adequate. A truly useful numerical technique should have
the following characteristics: 1) computational efficiency: can run
on a microcomputer or work station in a short amount of time: 2)
automatic operation: no need for user intervention during long
iterative procedures, and no initial guesses required; 3) insensi-
tivity to random noise and to estimates of the number of modes
present.

This letter introduces a technique which will address all three
requirements. The recently developed E-pulse scheme (1] was cho.
sen as a starting point since it has been shown to meet the third
provision.

II. THEORY

Assume that the late-time measured response of a conducting
radar target can be represented as a sum of natural modes

m(t) a, ae" cos (
(

, t + o0j, Tt < t < T. (1)

where s,, - a,, + i , is the natural frequency of the nth target mode,

a, and.#, are the amplitude and phase of the nth mode, T describes
the beginning of the late-time period, T. describes the end of the
measurement window, and the number of modes in the response,
N, is determined by the finite frequency content of the waveform
exciting the target.

An E-pulse, e(t), is defined as a waveform of finite duration T.

Manuscript received August 13, 1987. This work was supported by the
Office of Naval Research under Contract NOO04-87-K-0336.

The authors are with the Department of Electrical Engineering. Michigan
State University. East Lansing. MI 48824, USA.
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which satisfies [6)

ct) - e(rt) - eft') m(t - t') dt' - 0, . 0.
0

T + Te (2) 0

If this integral equation can be solved for the unknown E-pulse % 0.
waveform, then the complex natural frequencies contained in rr(t)
are the solutions is.) to E(s) - 0, where E(s) is the Laplace trans- U. ,,
form of e(t) (61.

A solution to (2) can be obtained by using the method of
moments. Expanding eTH£ORY

a ( ()• 2 MODES EXTRACTEDvODES EX TRACTED
e(t) - , f,(t (3) - 7 MODES EXTRACTED

where I f4) is an appropriate set of basis functions, substituting
into (2), and taking inner products with a set of weighting functions J, -. -2 -'

4w,) gives DOmoPIn coefficient ,n G-Np/s

* r Fig 1. Resonant frequencies of then wire circular loop extracted
ft') mut - t') w,(t) dt dt' - 0, from its transient pulse response, with various numbers of modes

s- Ir- rt.r. assumed present.

m- 1,2,3, ,M. (4)

In the standard E-pulse technique, the selection of M - K - 2N, to the number of modes assumed present, the natural frequencies
resulting in a "natural" E-pulse, makes (4) a homogeneous matrix of the loop are extracted and compared in Fig. 1 to theory [7] for
equation. Solutions for (a,) thus exist only for certain values of N = 2,4, and 7. Here TL - 3 and T, - 9 ns 'iave been used. Results
T,. which cause the matrix to be singular. An alternative approach are seen to compare quite well even for 1Y as small as 2. Fig. 2 shows
is to choose M - 2N, K - 2N + 1, resulting in a "forced" E-pulse. e plotted versus Te for N = 7. The global minimum is searched for
Then (4) becomes an inhomogeneous matrix equation, with solu-
tions corresponding to any choice of T which does not cause the
matrix to be singular.

The natural frequencies in m(t) can be found most easily by using
subsectional basis functions of width a in (3), since E(s) = 0 then
reduces to the polynomial equation [1]

K
a ctz - 0 (5) 5

where Z - exp (-sA).
To maximize computational efficiency, rectangular basis func-

tions are used in (3) while impulse functions are used for weighting 0*

(point matching). The integration on t in (4) is then trivial, while the 02
integration on t' is done using the trapezoidal rule. '

Ill. DisCussioN

In theory, these techniques should work for any choice of T.
However, there are practical limitations on the range of T,. It is
bounded on the lower end bya time To determined by the sampling 0

interval used to measure m(t), and on the upper end by T, - TL 0 2 2 ' 5 6

from the limits of integration in (4). If natural E-pulses are used, E-iujse durotOon Ti r'oseC

then a solution for Te might not exist inside this range of limits. Fig. 2. Squared error versus T, for circular loop, with seven modes
Also, extraneous roots are possible, but there is no provision for assumed present.
describing the "quality" of a solution. Similarly, if torced E-pulses
are used, either noise, or a poor estimate of N, or approximations
used in calculating the integrals in (4), may result in one choice of
T. being "better" than another.

The most computationally efficient approach is to use forced E-
pulses along with some method to determine the "best" T,. An
easily implemented scheme is to define the best T, as that which
minimizes the squared error

e - IIm(t) - flr1 2
= - (m(t,) - rh(t,)

2  (6)

where rh(t) is the reconstructed waveform E.
N

trf(t) et Cos ((,t +(

and the sum is over sampled values between T, and T.. Here {,
- ,, + 16,) are the solutions to (5), and (A,,, ;,) minimize e with ' I -et a
T, and (9,) fixed. b-s .. ..

'3 • 5 6 5

IV. EXPtRI-tNTAL RESULTS T ,9 nOnOSec

The pulse response of a thin wire circular loop has been pub- fig. 3. Best fit waveform constructed from extracted natural ire-
lisned previously (1, fig. 71. To test the sensitivity of the technique quencees of circular loop, with seven modes assumed present.
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automatically between To - 0.5 and T. - TL - 6 ns, and located
at T. - 3.4 ns. Notethat reasonable results are expected over a fairly
wide range of T. where e is small. The reconstructed waveform (7)
is shown in Fig. 3 and is seen to faithfully reproduce the measured
data.

To test the sensitivity of the scheme to random noise, the pulse
response is contaminated bywhite Gaussian noise, with zero mean
and standard deviation 3, S. and 10 percent of the waveform max-
imum (15, 13, and 10 dB S/N). The frequencies extracted from the
noisy waveform are shown in Fig. 4. Obviously, the presence of
even 10 dB of Gaussian white noise has little effect on the results.

C,,
U))

ai THEO~RY
* NO NOISE A OOD
o tSaB NOISE AOOED

C. •~- 8B NOISE OED
- . l0dO NOISE ADDED

0

0

Oornping coefficient n G-Np/s

Fig. 4. Resonant frequencies of thin wire circular loop, extracted
with various amounts of white Gaussian noise added, and seven
modes assumed present.

Extracting seven modes from the above data took about 5 min
on an IBM PC-XT microcomputer. Execution time depends on the
number of data points used in (4) and (6) (1024 and 150 points,
respectively, far the above data) and the number of iterations
needed to locate the optimum T°.

REFERENCES

[1) E. 1. Rothwell, K. M. Chen, and D. P. Nyquist, "Extraction of
the natural frequencies of a radar target from a measured
response using E-pulse techniques," IEEE Trans. Antennas
Propagat., vol. AP-3r,, pp. 715-720, June 1987.

121 C. Chuang and D. Moffatt, "Natural resonances of radar tar-
gets via Prony's method and target discrimination," IEEE Trans.
Aerosp. Electron. Syst., vol. AES-12, pp. 583-589. Sept. 1976.

[31 A. C. Ramm, "Extraction of resonances from transient fields,"
IEEE Trans. Antennas Propagat., vol. AP-33, pp. 223-226, Feb.
1965.

(4) A. J. Mackay and A. McCowen, "An improved pencil-of-func-
tions method and comparison with traditional methods of pole
extraction," IEEE Trans. Antennas Propagat., vol. AP.35, pp. 435-
441, Apr. 1987.

(51 B. Drachman and E. Rothwell, "A continuation method for
identification of the natural frequencies of an object using a
measured response," IEEE Trans. Antennas Propagat.. vol. AP-
33, pp. 445-450, Apr. 1985.

16) E. J. Rothwell, K. M. Chen, D. P. Nyquist, and W. Sun, "Fre-
quency domain E'pulse synthesis and target discrimination,"
IEEE Trans. Antennas Propagat., vol. AP-.35, pp. 426-434, Apr.
1987.

(71 E. 1. Rothwell and N. Gharsallah, "Determination of the natural
freauencies of a thin wire elliptical loop," IEEE Trans. Antennas
Propagat., vol. AP-35, pp. 1319-1324, Nov. 1987.

Oats-q.29q8810300-0298S01.00© 1968 IEEE

2PROCEEDINGS OF THE IEEE, VOL 76, NO. 3, MARCH 1988



Appendix 6 Radio Science. Volume 24. Number 3, Pages 369-380. May-June 1989

The natural oscillations of an infinitely long cylinder coated with lossy material
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Investigations are reported of the effects of lossy coatings on the natural frequencies of a per-
fectly conducting cylinder with TE excitation. A general characteristic equation for extraction
of the natural frequencies of a cylindrical structure is developed. It is found that the natural fre-
quencies are substantially shifted only when the coating thickness is comuarable to the radius
of the cylinder. When the conductivity of the coating material is hig. enough, the behavior of
the natural modes of a coated cylinder is essentially the same as that of a perfectly conducting
cylinder.

INTRODUCTION region, while the field associated with an exterior mode is
attenuated into the center of the cylinder.

The radar cross section of .metallic target can be greatly It is shown that the natural frequencies of exterior modes
reduced by coating its surface with a layer of lossy material are substantially shifted on the complex plane only when the
When we wish to discriminate such a target with a target coating thickness is comparable with the radius of the
discriminaton scheme, such as the E pulse technique [Chen et cylinder. When the coating material is characterized by
a!., 1981, 1986; Rothwell et al., 1985], which is entirely based parameter oana > 100 (where a is the conductivity, in is the
on the target natural frequencies, it is important to know the wave impedance of fre space and a is the radius of theeffectswavelimpedanctiofsfonetspacetuand arisutheiradiustof the
effects of lossy coatings on the natural frequencies of te cylinder), it has little effect on the natural frequencies of the
Se. 1exterior modes. In contrast, the natural frequencies of the
Since 1971, the singularity expansion method (SEM) interior modes, whose existence is attributed to the imperfect

(Bau, 1975] has been regarded as a powerful method to conducting properties of the cylinder or the lossy coating, are

study the transient electromagnetic scattering from perfect coeatn depee o c in the nd pa atrs. The

conductors (Teschc, 1973; Main, 1973]. Only in the last few greatly dependent on coating thickness and parameters. Theyare shifted upward on the complex plane when the coating
years, the SEM analysis has been applied to a perfectly con- thickness is reduced, and they are shifted lefward when the

ducting thick cylinder (Chuang et al., 19851 and a radially conductivity is increased. As a rough estimation, the interior

inhomogeneous lossy cylinder [Tijhuis and Van der Weiden, code s nge Asia whete tonutiteior

1986]. But considerably less attention has been devoted to the modes are no longer dominant when the conductivity satisfies

SEM analysis of a coated, perfectly conducting cylinder. The aa> 100, or the coating thickness is less than 10% of the

significance of this analysis is directly related to the available radius of the cylinder.
In this paper a generic characteristic equation for extraction

potn eft es o the pls teniqe iof the natural frequencies of a coated cylinder is derived. The
tion of argets coated with losscymaterial, pole distributions and the pole trajectories of a number of

An infinitely long conducting cylinder coated with a layer dominant resonant modes are presented.

of lossy material and an infinitely lon, lossy homogeneous

cylinder are considered here. The natural modes identified
numerically can be classified into "interior" and "exterior" DERIVATON OF CHARACTERSTIC
types. The main difference between an exterior mode and an D A FARATRSI
interior mode involves the radial behavior of the scattered EQUATION
field in the lossy region. The field distribution associated Consider a lossy cylinder coated with a lossy layer, with the
with an interior mode behaves as a standing wave in the lossy geometry as shown in Figure 1. A cylindrical coordinate sys-

tem is chosen with z axis in the axial direction, and the space
is naturally divided into three regions.

Cp 1989 by Geophysical Since we are interested most in the effect of lossy coatings
on the natural frequencies, only natural modes associated with

Papwambr 9RS0M45 one polarization of electric field are considered. Assume the
OD.48gtI9RS-002456.O0o incident plane wave is cross polarized and strikes the coating

369
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-*P=s w" (8)

e*=+s (9)

r The complex wave number y and complex permittivity e*
have been introduced.

In order to simplify matching boundary conditions, the
incident plane wave fields are represented by infinite cylindri.
cal wave expansions

V J.=Q =--F(s)e .r.(y')cos(K,) (10)

nriH(f(e )Lr k+ r.. () cos( n 0 012)

. .where the standard cylindrical wave expansion

ex = (z) + 2AJk(z) co(k ) (12)

has been used, where I.(s) denotes the first kind modified
Bessel function, and Neumann's number is

C,=l n=0

Fig. 1. Geometry of a lossy cylinder coated with a lossy layer. I 2 >
,2 n >0

The scattered fields in the several regions are expressed

surface at instant t = 0. then the waveform of incident electric using the following cylindrical harmonic expansions:

field is written as: Within region 3.

Ei (rt)=yU(t-(x+b)lc) F(t-(x+b)/c) (1) H,= -. a. (s) K.(or) cos(n*) (13)

where F (t) is the shape function of the incident waveform and E$ = 4 'e &a. (s) K. (yor) cos(n (t4)

U (t) is the step function.
In the Laplace transform domain where K. (s) is the second kind modified Bessel function.

Ei(r.s)=yF(s)e- T.
(4

)  (2) Within region 2,

with yo = sic and F (s) the single-sided Laplace transform of Ht=- [b. (s)1.(t r )cos(n .)+c. (s)K. (r)cos(n O) (15)
F(t).

In cylindrical coordinates, for TE-polarized excitation, the Et= 7 T[b.(s)F.(-hr)s(nO)+c.(s)K.(.tr)cos(n*)]

incident E field is decomposed into r and 0 components:
Ei(r~s) = r E.(rO.s) + 4 E#(r,,Os). (3) (16)

The H field has only a z component Within region 1,

Hi (rs) = z H. (r.0.s). (4) H. = - d (s) 1. ( rt) cos(n0) (17)

Once the z component of the H field is known, the E field is 'y, _- .
recovered from E$ =-4- d.(s)i'5 (zr)cos(n 0) (18)

Er H .(5) Here the complex wave numbers and complex permittivities
7 37 Jare defined as

Eo=- 1' 8 H. (6) E;=e2+ O/S (19)

where 1h = S2 ;Z + M2S (20)

V2H, -PH, = 0 (7) el = el + aIs (21)
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y, = qs + Iol0s (22) £2. (-b) "-5 (- K. (-b)r. (-f)]

Four independent boundary conditions on the two interfaces (4 (l,(a) _K'.(yha)-l'.(y¥a) Y' .K,,(ya)]
require that

HI(r =a-) = HI(r =a+) (23) -(oK'C(¥b)KC (b)--K g-- b)'.(yb)]
£2S

E$ (r =a-)= E$(r =a*) (24) • 2 -- (yta)I'.(ya)--J-4(yza)',,(yta)]=0 (29)
T2S Tl~s

Hf(r =b-)=HI(r =b )+ HI(r =b+) (25)
This equation characterizes a lossy cylinder coated with a

E$(r = b-)=E$(r =b )+E (r =b ) (26) lossy layer in free space. Some simplifiedexpressions for spe-

cial cases can be deduced by the selection of a specific param-

From equations (10)-(26), four simultaneous equations for the eter set.
unknowns a,(s).b,,(s),c.,(s) and d.(s) are obtained by
enforcing boundary conditions and using the orthogonality of Perfectly conducting infinite cylinder
the functions ( cos(n*). n=0,1, ... . The marx form of in free space
these equations is Letting a = b, o, = o2 and o.o2 .. ,the generic charac-

teristic equation (29) gives rise to a very simple form:

K.(yob) -1. (yb) -K. (y2b) 0 K. t Oa) = 0 (30)

4~r(b) - 'h$..(-Y2b) --4-K.'dYb) 0

0 l.(,ba) K.(yha) -. (ya) Infinitely long lossy cylinder

0 _.-.h7a) 4X,K,.(-a) _Yi_ 1.(.'a in free space
2i £23 T5_ Letting a = b, and a, = 02 * 0, an equation characterizing

a lossy cylinder is obtained by specialization of (29):

1 ~s P'ft)LIC~b Ie~)i~x.~~)-- K.C(W)I'.(ya)= 0 (31)
.(s)o s

• .(s) F(s)e (-1)nL.I. (y (27) Perfectly conducting infinite cylinder
S.(s) 0 coated with lossy material

Letting a * b, or*0, and o-, the characteristic equa-
tion for this most intresiLag case is obtained.

The natural modes are contributed by s plane poles of -- K. (Ifb) (-K', (y )r,, ( + r,, (y )/', (bb)]
a. (s), b. (s), c. (s) and d. (s) at points where F (s) is regular.
Natural frequencies consequently satisfy the determinantal + 4_e -job)r. (-ha)/.(Ab)-/. (-Aa )K.(yzb)=0 (32)
equation:

K,. (tIbb) -1. C~z) -K. (t) 0 NUJMMUCEAQL ALG()Rfl14
-ci-sr.(-b) - -E25 .(-M,) 0 The root search for (32) ies to be numerical owing to its

det 0 I.W'sa) K.(,w) -i.(Aa) complexity and nonlinearity. Special consideration is devoted

0 .- r.()a) _-K.(a --Y r.('a in this section to the selection of the relevant branch cut,
£13 LIZ CS evaluation of Bessel fuctions with complex arguments, selec-

tion of a pole location algorithm, and numerical consistency

=0 (28) checking.
The occurrence of the complex pennittivity in parameters

within the arguments of modified Bessel functions leads to
The expansion of the determinant leads to the general charac- branch points in the complex s plane. An examination of the
teristic equation: complex wave number y suggests the existence of branch
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s-plane y2-planet m (s) Im(y

• cut forcomplex
s+L 2  wavenumber

oi2 Re (s) 0 Re ()

cut for Bessel functions

Fig. 2. The appropriate branch cuts for the complex wave number and Bessel functions.

points at s = 0 and s = --CF/2. The associated branch cut The prenormalization is performed by multiplying an
extends from the origin to the point s = --02/e2 along the nega- exponential function into the pole-searched equation. The
Live real axis in the s plane (Giri and Tesche, 1981]. How- multiplied factor to the characteristic equation does not give
ever, an appropriate branch cut for the modified Bessel func- rise to new extra poles, while the integral evaluation of the
tion with a complex argument lies along the entire negative Bessel functions modulated by an exponential function is
real axis in the y2 plane (Abramowitz and Stegun, 1972]. Fig- reduced computationally within arithmetic bounds.
ure 2 shows the mapping of the s plane to the h plane. As The natural frequencies are identified by searching for the
long as the point P does not move across the negative real roots of a characteristic equation. The approximate location
axis beyond the point of s = --02/E2 in the s plane, its image of the zeros is determined by using an algorithm which relates
P' will not cross the negative real axis in the y2 plane. Thus the argument change of an analytic function integrated along a
the negative real axis in the s plane is selected as the branch closed contour to the number of the zeros and poles of the
cut. which is appropriate for evaluation of Bessel functions. function within the contour [Singaraju et al., 19761. When
By referring to Abramowitz and Stegun (1972]. integer order there are only zeros in the searched region, the algorithm can
Bessel functions are regular in the s plane cut along the nega- be mathematically described by
tive real axis; this branch cut is also appropriate for the entire IL F'(s)iF(s) ds )(33)
characteristic equation (32). The integration contour for the 7i"i sF ( =(

inverse Laplace transform will be closed on the principal
Reimann sheet: consequently only poles residing on the first where F(s) is the function searched for zeros, C is the
sheet are implicated. Since the conjugate symmetry of (32) integration contour and s. is the nth zero of the function F (s)
gives rise to conjugate symmetry of the poles, the poles have inside C.
to be located only within the second quadrant without crossing After the approximate zeros are determined, they are
the CUL improved in accuracy by calling the subroutine C05PBF.

An easy way to compute the modified Bessel functions with which is based on Powell's method, from the Library o the
complex arguments is to represent them by their integral Numerical Algorithms Group (NAG). In the trajcctory of a

reoresentations [Abramowitz and Stegun. 1972; Drachman pole, Newton's method can even be applied as long as the
and Chuang, 19811. Since the numerical integration can be variation rate of the parameters is slow enough.
efficient and accurate, the calculation of the Bessel functions Because of the numerical complexity of the charactensuc
can be similarly accurate. An associated advantage with this equations, the numerical consistency has to be validated
approach is its capability of using a normalization procedure before any comprehensive root search is initiated. One easy
involved in the pole location. If an exponential function with numerical test is made by coating an air layer on a perfectly
a rather large argument needs to be computed, arithmetic conducting cylinder. Evidently this coated cylinder is exactly
overflows are easily encountered. The Bessel functions with the same as a perfectly conducting cylinder. As we expect,
complex arguments behave asymptotically as exponential the poles located numerically for the air-coated cylinder are
functions when the argument is large. An investigation of the distributed precisely on the locations where the poles of a per-
effects of Iossy media parameters, varying over a considerably fectly conducting cylinder are supposed to lie.
large range, upon the location of natural mode poles is impos- Another test involves varying the conductivity of the coat-
sible unless a prenormalization is attempted. ing layer on a perfectly conducting cylinder from a finite
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The Poles of A Conducting Cylinder number to infinity. Physically, as the conductivity is increased
so to very large values, the coated cylinder approaches a good

conducting cylinder with radius b. Figure 3a shows the Ira-
jectory of the first mode of a coated conducting cylinder with

* conductivity varying from a small to a quite large value. The
40- conductivity is increased by a factor of 1.22 in each step. The

upper square gives the location of the first mode of the per-
fectly conducting cylinder with radius a, and the lower square
shows the position of the first mode of a perfectly conducting

30- cylinder with radius b. It is observed that as the conductivity
is enhanced, the pole is shifted toward the location of a
thicker perfectly conducting cylinder. The looping

l c. "phenomenon in Figure 3 reflects the fact that when the con-
ductivity of the coated layer is gradually increased, the te

20-
layer structure undergoes a transition to a two-layer structure,
and the natural frequencies are not expected to shift along a
simple trajectory. The test on the second mode is shown in

"" .. . " Figure 3b.

* DISTRIBTION
0-

-15 -10 -5 0

OWC Based on the algorithm discussed above, the zeros of the

Fig. 4. Ile pole distribution of a perfectly conducting characteristic equations (30)-(32) are located with a variety of

cylinder. paramet sets.

The Poles of A Lossy Dielectric Cylinder The Poles of A Lossy Dielectric Cylinder
30 -50-

20 20 . *-10- 10

o a-.2 l,- cn ". 20 or- 5

I0 - . , .

15_O0-Is -10 -3

tQlac t'Wc
Figl. 5. Thie pole distibution of a lossy dielectric cylinder (ao Fig. 6. The pole distribution of a Iossy dielectric cylinde a
conductivity. e, relative permittivity, TI wave impedance and conductivity, e, relative permitivity, TI wave impedance: and
a the radius of the cylinder ), with oana = 0.2 and P. = 5. a the radius of the cylinder), with oqa = 20 and e, = 5.
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The Poles of A Coated Conducting Cylinder contrast, the energy losses of an interior mode are mainly
is-_ __ attributed to the power loss inside the cylinder. This differ-

ence exists also in the cae of a coated perfectly conducting
b/a- 1.50 cylinder.

Figure 6 shows the poles of a lossy cylinder with rather dif-
ferent parameters; compared to Figure 5 the normalized con-
ductivity is changed from 0.2 to 20. The exterior modes have
not been affected very much. but the interior modes are
shifted significantly in the negative direction. Physically, the
interior modes have increased power loss inside the cylinder
with a higher conductivity.

Figure 7 illustrates the radial amplitude dependence of the 1
W/c "I" component of the E field. The angular variation order is

* chosen as n = 6. The amplitudes of four interior modes and

wave behavior of interior modes and the attenuation behavior

- *. of exterior modes are very clearly observed.
Figure 8 indicates the pole distribution of a coated perfectly

coniducting cylinder with a coating thickness equal to 50% of
its radius. The doiled ines are still drawn here to serve as a
reference. It is observed that the exterior modes are in layers.
and interior modes are in arcs and close to the imaginary axis.oro =2. r,=5 . . . .

0 
-0
-10 -50

Q'Wc The Poles of A Coated Conducting Cylinder

Fig. 8. The pole distribution of a coated perfectly conducting iS

cylinder ( a conductivity, e, relative permittivity, '1 wave
impedance and a the radius of the cylinder), with b/a -1.50

b/a = 1.5.orla = 2.and e, =5.

The zeros of (30) am exactly the natural mode poles cf a 10-

iefectly conducting cylinder. It is well known that the poles
of a perfectly conducting cylinder are positioned in layers.
Figure 4 shows the first 250 dominant poles. Later, these u. /c
poles serve as a reference for the study of more complicated •
geometries.

The pole locations for a lossy cylinder are quite different.
Figure 5 presents a typical pole distribution with a normal
lossy parameter set. The dotted lines are drawn to show the
positions where the poles of a perfectly conducting cylinder .
are located and to serve as the reference locations. It is seen
that some poles are distributed in layers close to dotted lines, ...

but some poles lying in arcs are close to the imaginary axis.
We call those poles, close to the imaginary axis, interior oa20, =.
modes, while we call those in layers exterior modes. Further 0.

study reveals that the fields of an exterior mode inside the -10 -5 0

cylinder attenuate radially from the cylinder surface to the C~c

center and the fields of an interior mode inside the cylinder Fig. 9. The pole distribution of a coated perfectly conducting
behave radially as a standing wave. The physical insight to cylinder ( a conductivity, e, relative permittivity, 1j v ave
this difference is that the energy losses of an exterior mode are impedance and a the radius of the cylinder), with
mainly attributed to the radiation of the surface current. In b/a = 1.5, cra = 20, and e, = 5.
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The Poles of A Coated Conducting Cylinder small. That is why the exterior mode is substantially affected
15_ _ only when the coating thickness is comparable to the radius.

b/a .110
EFFECTS OF LOSSY PARAMETERS

ON AN EXTERIOR MODE

Since a perfectly conducting scatterer has only exterior
modes and the normally coating layer used is not very thick,

10 it is only necessary to investigate the effects of lossy parame.

ters on the exterior modes. Extensive pole trajectories have
been pursued by varying the lossy media p.rcneters. Only a

w/c " few examples are presented.
Figure 12 shows the trajectones of the second mode. The

pole is traced as the coating thickness is increased with a step
size of 0.04 starting from b/a = 1. The trajectories with four
sets of parameters are shown here. The circle line, which
presents an infinite conductivity in the coating layer, serves as
the reference line to indicate the location of the second pole of
a perfectly conducting cylinder with radius b. As the coating
thickness is increased, the outer radius b of the layer is
increased and the circle line locates the pole of a perfectly

aIa conducting cylinder which is iwreasing in radius. The star
0- line corresponds to a normalized conductivity 80. After a few

-10 5 steps, the star line comes close to the perfectly conducting
cylinder line, and in additional steps the triangle line, which

Fig. 10. The pole distribution of a coated perfectly conducting corresponds to a conductivity of 15, follows. The last one to
cylinder ( cr conductivity, e, relative permittivity, 71 wave move toward reference is the square line with conductivity of
impedance and a the radius of the cylinder), with 5. Figure 12 is interpreted as indicating that when the con-
b/a = 1.1, Oala = 2, ande , = 5. ductivity is greater, the pole of a coated cylinder behaves

more like that of a perfectly conducting cylinder, and when
the coating is thicker, the pole of a coated cylinder behaves
more like that of a perfectly conducting cylinder.

Figure 13 presents the first pole traced by varying the per-
Now examine the effects if the coating thickness is kept the mittivity. The pole is traced as the coating thickness is
same, but the normalized conductivity is changed. The result increased with a step size of 0.04 starting from b/a = 1.
is shown in Figure 9. The interior modes are all shifted left- Three trajectories for three different parameter sets are given.
ward. The exterior modes are dominant now, since they are It is seen that when the coating thickness is small the poles
lower in radian frequencies and smaller in damping with different permittivities are located close to each other,
coefficient. If the coating thickness is changed instead of the however when the coating is thick, they are relatively
conductivity, the effect of the coating thickness on the interior separated.
modes is shown in Figure 10. The first arc of interior modes
is moved far upward when the coating thickness is dropped to CONCLUSION
10% of the radius. Once again the exterior modes are seen to
be dominant. The pole distribution of a coated cylinder structre has been

Similar to a lossy cylinder in free space, a coated perfectly investigated in this paper. Special attention has been directed
conducting cylinder has interior modes too. Their fields to the effects of the lossy coatings on the dominant natural
behave as standing waves in the cladding region. Figure 11 modes. It has been shown that the natural frequencies of exte-
shows the amplihue of the * component of the E field inside rior modes are substantially shifted on the complex plane only
the cladding region. The angular order is selected with n = 8. when the coating thickness is comparable with the radius of
Four interior modes and two exterior modes are illustrated, the cylinder. When the coating material has a parameter of
The differences of the field distributions inside the coating oa > 100, it has little effect on the natural frequencies of the
layer between the exterior modes and the interior modes are exterior modes. The natural frequencies of the interior modes
apparen Furthermore it is seen that the E field amplitude of are greatly dependent on coating thickness and parameters.
an exterior mode inside the coating layer is relatively very As a rough estimation, the interior modes are no longer dom-



378 SUN ET AL.: OSCILLATION OF A LONG CYLINDER

tJi

-- or-

Ur

S .. 0

I c

h. C

rL

csinmnnI I

CE



SUN ET AL.: OSCILLATION OF A LONG CYLINDER 379

1.50

1.352
135j 83

• 4 0

0

0 0 a

A a

a a

00

Oa c 1.05" 8 A.

0 5

0.90- ••. A 1
0 £

C - 10.0 Ora- 8.0

a r*0. oA 0 0

0. A 00.0 o =r10.0 ,Ya 1, .
::, 10.0 ,, a- =. , a

-0.90 -0.80 -0.70 -0.60 -0.50 -0.40 -0.30 -0.20

fWi.C

Fig. 12. Trajectories of the second exterior mode of a coated perfectly conducting cylinder as the coating thick-
ness is varying.

0.55
-i /Q- 0

a a
0.48 -

A

0.4 1 •
0.30

4 A

a,4 c• r - 00o-1.

a r

owo

0.417-
A a

A 0. a 15.

0.3 Ar2.0oa=a.

0,0 . ,1 - a . a

Fig. 13. Trajectories of the first exteror mode of a coated perectly conducting cylinder as the coating thickness
is varying.



380 SUN ET AL.: OSCILLATION OF A LONG CYLINDER
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Fig. 1. Experimemal facility used to measure transient scattered field and
surface current responses of conducting sphere.

where r(t) represents a measured quantity, such as the surface charge
or scattered field response. Here TL is the beginning of the late-
time period, s. = a. +jw. is the aspect and excitation independent

Identification of the Natural Resonance Frequencies natural frequency of the nth mode, a. and 0. are the aspect and

of a Conducting Sphere from a Measured excitation dependent amplitude and phase of the nth mode, and N is
the number of modes excited by the incident illumination.

Transient Response The natural frequencies of the sphere present in the measured

response (1) can be calculated theoretically by using a frequencyED A G RO WLL , sDE NMEMBER. IEEE, NM EN.domain approach. If R(s) represents the Laplace transform of rqI),EDWARD J. ROTHWELL. Mmm , IEE, KUN-MU CHEN,
FE.ow, M., AND DENNIS P. NYQUIST, MEMBER, IEEE then

Abstract-Tbe natural resonance frequencies of a conducting sphere R(s) = F(s)H(s) (2)

are determined experimentally by using measured transient scattered field where F(s) depends on the measurement and excitation systems, and
and surface charge responses. Comparison to theory is shown to be H(s) is the transfer function of the sphere [3]
excellent for the Imaginary parts of the complex frequencies.

I. INTRODUCTION H(s) = (2n +) ' (3)

The complex natural resonance frequencies of conducting radar '~l

targets form a useful set of aspect independent features, and where
have been employed recently in various radar target discrimination
schemes (11, [2]. For geometrically complex targets these frequen- f" -- fl( o-,,- (4)
cies must be determined experimentally, from measurements of the 80 o!(n- 13Y
targets' transient responses. It has been found that the natural fre-
quencies of low-Q scatterers (those having relatively small late-time

energy) are the most difficult to extract from measurement. By show- g )= (n + 0 )! 1_( + o (5)
ing that the resonant frequencies of a sphere, a particularly low-Q 0! (n - 0)! 2 )

structure, can be obtained accurately from experimental data, the

plausibility of target classification using natural frequencies is en- and r = (a/c)s, with c the speed of light.

hanced greatly. Since the natural frequencies are the poles of the transfer function,

I1. THEORY they can be calculated by locating the zeros of f,, () and g. (r). Nu-
merical values have been computed and are tabulated in [4]. It is

The late-time (unforced) transient response of a conducting sphere found that the natural frequencies of the sphere are arranged along
of radius a can be written as a series of natural oscillation modes branches in the left half of the complex frequency plane. The fre-

N quencies of the first branch have the smallest real parts, and thus

r(t) = a,e"' cos ((,,t + 0,) I > TL (i) produce the most prominent resonances. These are the ones most
M=t easily distinguished in a measured response.

Manuscript received August 5. 1987; revised September 2. 1988. This
work was supported by the Office of Naval Research under Contract N00014- II. EXPERIMENTAL SET-UP

87-K-0336. The transient electromagnetic response of the sphere is measured
The authors are with the Department of Electrical Enginecnng. Michigan

State University, East Lansing. MI 48824. using the experimental facility shown in Fig. 1. Target excitation is

IEEE Log Number 8929465. provided by an incident electromagnetic wave radiated by a monocone

0018-926X/90/0100-0141S01.00 © 1990 IEEE
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Fehere. Fig. 3. Fourier spectrum of late-time portion of scattered field response
of 30 cm diameter conducting sphere. Arrows indicate imaginary parts of

antenna suspended over a conducting ground screen. The antenna has theoretical natural frequencies.

an axial height of 2.4 m, a polar angle of 8', and a characteristic no early-time period). However, this representation is based on an
impedance of 1600/. It radiates a spherical transverse electromagnetic a priori knowledge of the geometry of the scatterer (i.e., the early-
(TEM) wave which approximates a plane wave polarized perpendicu- time component is constructed based on the complete geometry of the
lar to the ground screen at the position of the conducting hemisphere target). However, in the "inverse" case, where natural frequencies
target. The ground screen consists of nine individual 4 x 8 ft alu- are to be obtained based on an incomplete time history, it is contrary
minum sheathed modules, and has overall dimensions of 16 x 20 ft. to physical reasoning to expect that the natural frequencies of a target
This provides a window of approximately 14 ns in which to per- can be retrieved from the early-time surface current response. For
form measurements, before reflections from the edges of the ground example, how can the early-time surface current response of a thin
screen atid the top of the antenna return, wire be interpreted as a pure set of its natural modes, when the early-

The monocone antenna is driven by a Picosecond Pulse Labs model time portion of the response of a shorter wire must be identical, but
10001-0l pulse generator, providing quasi-rectangular pulses of du- is comprised of an entirely different set of modes? It is not until the
ration 0.5 ns and amplitude 40 V. Both the resulting transient surface reflection from the end of the wire returns to the observation point
charge and scattered fiel pulse responses of the imaged sphere are that the responses will differ (and thus determine the beginning of the
measured, using short monopole probes coupled to a Tektronix 7854 late-time period). Obviously, it is impossible to extract two different
waveform processing oscilloscope via S2 sampling heads (75 ps rise- sets of natural frequencies from the same data, unless the additional
time). Proper timing is accomplished using the variable trigger delay knowledge of the complete geometry of the scatterer is available.
internal to the pulse generator. Thus, it is assumed here that the late-time period begins only after

Typically, 100 waveform measurements are taken and averaged in the global characteristics of the target have been determined.
real time, using a pulse repetition rate of up to 1000 kHz. These Although it may be possible to include the early-time component
measurements are then smoothed to reduce high frequency noise, in the extraction process, it is now apparent that to use only this
and the dc level is removed. An additional measurement is obtained portion would be a disaster. To be safe, only the late-time portion is
for the scattered field without the hemisphere present, and this clutter used here. At worst, this choice may be slightly conservative.
waveform is subtracted from the measured scattered field response. The first event recorded by the system occurs when the incident

The resulting waveforms are then transfered via a general-purpose- pulse interacts with the receiving probe. The late-time period (during
interface-bus to an IBM PC microcomputer, where they are stored which the sphere oscillates freely) begins a time Tp + 2(d + D)/c
on floppy disk and later transmitted to a mainframe computer for later, where Tp is the duration of the pulse. By adjusting the time

further processing. position control on the oscilloscope, most of the early-time period has

been shifted out of the measurement window, resulting in a longer
13'. EXPERIMENTAL RESULTS measured portion of the late-time period. Fig. 3 shows the spectrum

The measured scattered field response of a 30 cm diameter sphere of the late-time portion of the scattered field response, obtained via
is shown in Fig. 2. The monopole receiving probes are modeled the fast Fourier transform (FFT). Arrows indicate the theoretical
as perfect differentiators, and thus Fig. 2 represents the derivative values of the imaginary parts of the first branch natural frequencies,

of the pulse response of the sphere. Since differentiation does not obtained by solving for the roots of (4) and (5). It is seen that peaks in
perturb the values of the natural frequencies contained in the scattered the Fourier spectrum correspond quite closely with predicted values.
field response, no attempt is made to recover the pulse response via Fig. 4 shows the measured surface charge response of the sphere.
integration. Here the late-time period begins a time Tp + 2L/c after the first

It is important that the beginning of the late-time period, during recorded event. Again, most of the early-time portion of the re-
which the sphere oscillates in its natural modes, is carefully deter- sponse has been shifted out of the measurement window. Fig. 5

mined. Physically, the surface current in the early-time period should shows the Fourier spectrum of the late-time portion of the surface
not exhibit resonance behavior because the induced surface current charge response. Again, peaks in the spectrum correspond closely

has not yet traversed th, entire body. Resonance phenomena are de- to the freqjencies predicted.
termmned by the global characteristics of the target, not by a fractional Examining the Fourier spectra gives only a cursory estimate of the

structure or local feature. complex frequencies contained in the measured waveforms. More

Michalski 161 has presented a theoretical study suggesting that the accurate techniques have been developed to extract the natural fre-
surface current response of a conducting target can be represented at quencies directly from the measured data. Fig. 6 shows the imaginary
all times purely in a set of its natural resonance modes (i.e., it has parts of the first six complex frequencies obtained from the late-time
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extracted from measured surface charge and scattered field responses.

40.0 A recent theoretical study by Weyker and Dudley [71 on the identi-
afication of resonances of an acoustically rigid sphere painted a mom

pessimistic picture for the accurate extraction of resonance poles

E from a scattered response. The more optimistic results obtained here

: 20from experimental data are probably due to a more accurate pole ex-
S00traction scheme, relative high signal-to-noise levels, and the presence

of only the first few dominant modes (because of the finite bandwidth

of the excitation pulse). It is important to note that target identifi-

cation does not depend on the extraction of resonant frequencies in
j real time under adverse noise conditions. Rather, the resonance fre-

0.0 20 4.0 6.0 .0 1o.0 12.0 i1.0 1o quencies of the targets are assumed a priori knowledge, determined

Radian frequencies (G-Rod/S) in a controlled, low-noise laboratory environment (I.

Fig. 5. Fourier spectrum of lae-time portion of surface charge response
of 30 cm diameter conducting sphere. Arrows indicate imaginary parts of
theoreical natural frequencies. REFERENCES

[I] E.J. Rohnell, K. M. Cen, D. P. Nyquist, and W. Sun, "Frequency
portions of the measured waveforms using an E-pulse technique [5]. domain E-pulse synthesis and target discrimination" EEE Tos.
Agreement with theory is seen to be excellent. The results from the Antennas Pmgat., vol. AP-35, no. 4, pp. 426-434, Apr. 1987.
charge response are slightly better than those from the scattered field [2) C. W. Chuang and D. L. Moffan, "Natural resonances of radar tar-
response, probably due to the more favorable SIN level. gets via Prony's method and target discrimination," IEEE fTrns.

Aerospace Electron. Syst., vol. AES-12, no. 5, pp. 583-589, Sept.

The real parts of the first six natural frequencies were also ex- 1976.
tracted, but did not compare as well with theory. This is consistent 131 K. M. Chen and D. Westmoreland, "Radar waveform synthesis for
with results obtained using high-Q targets-the real parts are rarely exciting single-mode backscatters from a sphere and application for

extracted with as great an accuracy as the imaginary parts. target discriminaton,"Radio Sci., vol. 17, no. 3, pp. 574-588, May-
June 1912.

V. CONCLUSION [41 K. M. Chen and D. Westmoreland, "Impulse response of a conducting
sphere based on singularity expansion method," Proc. IEEE, vol. 69.

It has been shown that the imaginary parts of the first six natural no. 6, pp. 747-750, June 1981.

resonant frequencies of a spherical scatterer can be determined quite 151 E. J. Rothwell, K. M. Chen, and D. P. Nyquist, "Extraction of the
natural frequencies of a radar target from a measured response using

accurately from measurements of both its surface charge and scat- E-pulse techniques," IEEE Thins. Antennas Propagat., vol. AP-35,
temd field responses. This is an important step in verifying the prac- no. 6, pp. 715-720, June 1987.
ticality of characterizing low-Q targets by means of their resonance 161 K. A. Michalski, "On the class I coupling coefficient performance

frequencies. Results for the real parts of the natural frequencies are in the SEM expansion for the current density on a scauenng object,"
fnot ily accut. Howvr, thee als do ntneedtoqenowns a re Electimagn., vol. 2. pp. 201-209, 1982.
not highly accurate. However, these values do not need to be known (7) R. Weyher and D. G. Dudley, "Identification of resonances of an
with great precision, since radar target discrimination schemes can acoustically rigid sphere," IEEE J. Oceanic Eng., vol. OE-12. pp.
be geared to use information primarily from the imaginary pars. 317-326, Apr. 1917.



Appendix 8

IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION. VOL. 38. NO. 5. MAY Io 643

Determination of the Natural Modes for a
Rectangular Plate

WEIMIN SUN, STUDENT MEMBER, IFF., KUN-MU CHEN, FELLOW, IEEE,

DENNIS P. NYQUIST, MEMBER, IEEE, AND

EDWARD J. ROTHWELL, MEMBER, IEEE

X
Abstrct-A mew coupled surface integral equation formulation for

determiation of natural frequencies of a rectangular plate is proposed. I

The method of moments (MM) solution to this formulation and the 2

subsequent numerical results are presented. The natural frequencies pre-

dicted by the theory have been verified by amn experiment. In comparison
with the existing fonnulation of this problem, the present formulation

predicts equally well for the first few dominant modes but better for the
higher modes. Also, in the present formulation, no convergence problem
has been encountered.

I. INTRODUCTION A

S UBSEQUENT TO THE introduction of the singularity ex--
pansion method (SEM) by Baum in 1971 [1], considerable

attention has been devoted to the analysis of various perfectly
conducting scatterers such as the sphere, prolate spheroid,
and infinitely long cylinder and wire structures 121-[4]. But
the exploitation of SEM for the transient analysis of a rect-
angular plate has not received much attention. In fact, a thin
rectangular plate structure is a very fundamental geometry for
many realistic scatterers. The knowledge of its natural modes "1
is thus of importance in the application of SEM to many tran-
sient scattering problems. Fig. I. Geometry of a rectangular plate.

The natural modes of a perfectly conducting body can be tegral equations (EFIE) to determine the natural modes for a
obtained numerically by means of a method of moments (MM) thin rectangular plate, and presents the numerical procedure
solution to an electric field or magnetic field integral equation and
formulation. In early 1974, Rahmat-Samii and Mittra [51, [61 adthe results of a method of moments solution to the derivedformlaton. n erly1974 RamatSami an Mitra 51,[61equation set. Special interest is focused on numerical conver-
proposed an integral equation for formulating the scattering I
problem of a rectangular plate illuminated by a plane wave. gence tests of the thin-strip limit and also on the solution with

Later, this integral equation was modified by Pearson [71 to more basis functions.

extract SEM parameters of a plate in the complex domain. A comparison is made between the natural frequencies pre-

The formulation used by Pearson was essentially the same dicted theoretically and those extracted from a real-time mea-

except the real frequency was directly replaced by a complex sured response. The agreement between theory and experi-

frequency. ment is quite good.

It is well known that the singularity of the surface current II. THE NEW FORMULATION OF THE EFIE
occurs at all edges. A special numerical treatment, which uses
basis functions containing the correct edge singularity in sub- Consider a thin rectangular plate located in the xy plane,
domains near an edge, can be used to represent the currents as shown in Fig. 1. A modal surface current on the plate

with singularity at edges 181. However, to simplify the pro- obeys the homogeneous electric field integral equation in the

gramming, uniform piecewise constant functions can also be complex domain

employed as basis functions. The edge effects are shown to e_ R
remain under this simpler treatment. [V' • K(r', s)t V - K(r', s)]- ds' 0 (1)

This paper proposes a new set of coupled electric field in-

where
Manuscript received August 22. 1988; revised April It, 1989. This work S

was supported by DARPA and ONR under Contract NOOO-14-87-K-0336. ' = -

The authors are with the Department of Electrical Engineering and System C
Science. Michigan State University. East Lansing. MI 48824.

IEEE Log Number 9034570. R Ir' - rl.
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Here i' and r are the coordinates of the source point and Ay(x, y) = C(x)cosh 3yy + D(x)sinh -yy
the observation point, s is the natural frequency of a modal [fY a
current. K is the modal surface current density and I is a -- Ax(xy')cosh3,(y'-y)dy' (6b)
unit vector in the tangential direction on the plate surface. For

the geometry shown in Fig. 1, the surface current K is two- where the W(y), B(y), C(x) and D(x) are unknown coeffi-
dimensional and it is natural to use a rectangular coordinate cients, but functions of only one variable. The equation set (6)
system. From (1), two decomposed coupled scalar equations is the essential rigorous formulation applicable to extracting
result: the natural frequencies of a rectangular plate for any mode.

1 ~ The x and y components of modal currents are closely coupled
K (x', y', s) + Ky(x', y', s)] T- through the coupling integrals. This formulation is found to

possess good numerical stability and convergence. The only
' y e -R ds' sacrifice is the great number of computations for the evalu-

4rR ation of the coupling integrals. Details about the numerical
properties will be discussed in the next section.

K ([0 c9 0) The natural frequencies are those complex frequencies s
,(x', Y" S) + 57y7 ' y resulting in nontrivial currents of K, and K., and the associ-

ated functions W(y), B(y), C(x), and D(x), which satisfy the
e --R excitation-free homogeneous equation set (6). The concomi-

- y2Ky(x', y', s)j -1r ds' = 0. (2b) tant values of s are poles of a rectangular plate. The vanishing
of excitation dependence and the symmetry of the geometry

It is known that the normal components of the current need give rise to the symmetry of current distribution in (6). By
to be zero at all four edges, producing the four edge condi- bringing the symmetry relations into the solution procedure,
tions: significant computational savings in the numerical solution will

be gained.
Kx(-a/2, y, s) = 0 (3a) It is expected from the geometrical symmetry as shown in

Fig. I that a modal current is symmetrically or antisymmet-
K,(a/2, y, s) = 0 (3b) rically distributed with respect to the x- or y-axis. But the

respective symmetries for K, and Ky are not arbitrary. They

Ky(x, -b/2, s) = 0 (3c) must be compatible with each other since the current continu-
ity equation has to be satisfied. The continuity equation in the

K,(x, b2, s) = 0. (3d) complex frequency domain is

Employing the edge conditions and integrating b) parts on Kx(x y, s) + a Ky(x, y, s) = -- cp(x, y, s). ("
(2) yields a coupled partial differential equation set: 5xx

(02 02 From the right-hand side of (7), it is apparent that there .C
- y3, Ax + Ay =0 (4a) only four possible symmetries for charge p with respect to thc

'9X2 OOY x- and y-axes. Consequently, the symmetries for (0/Ox)K.,

and (O/Oy) K. are correspondingly limited to four cases. For
____ example, if p(x, y) is symmetric with respect to the x-axis and

ax=y (4b) antisymmetric with respect to the y-axis, then the derivative
of (O/Ox)K, must be symmetric with respect to the x-axis
and antisymmetric with respect to the y-axis. Therefore, thewhere the vector potentials are expressed as
current K, should be antisymmetric with respect to the x-

e-yR axis and antisymmetric with respect to the y-axis. The same
Ax(x, y, s) = A0o K,(x', yt , s)4rR ds' (5a) analysis results in the current Ky, which is symmetric with

is respect to the x-axis and symmetric with respect to the y-axis.

e -R By means of this analysis, the information about possible
A U(x, y, s) = o Ky(x', y', s) ds'. (5b) symmetries can be used to reduce the complexity in numerical

4rR evaluation of the integral equation set (6). If Kx(x, y) is sym-

metric with respect to the x-axis and symmetric with respect
It can be proved that the complete homogeneous solution to to the y-axis, Ky(x, y) must be antisymmetric with respect to

equation set (4) is represented by the x-axis and antisymmetric with respect to the y-axis. They
are denoted as K1 (x, y) = (e, e) and Ky(x, y) = (o, o). All

A,(x, y) = W(y)cosh3yx + B(y)sinh yx the other symmetry cases are denoted in a logically simi~ar
way. After the symmetry is specified, a simplified formulation

foX  A,(x', y)coshy(x' - x)dx' (6a) is easily established. As an example, if K,(x, y) = (e, e) and
- y- Ky(x, y) = (o, o), we have from (6):
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A,(x, y) = W(y)coshyx cretized forms of the formulation (8) are created:

-j Ay(x',y)cosh-y(x' -x)dx' (8a) ' anmf(x,y, n, m)

n m

A,(x, y) = D(x) sinh-yy = E WmPm(y) cosh -yx

- Ax(x,y')coshy(y'-y)dy' (8b) [
0, _ 5ab .[Fy(x, y , n , m - 1)

Since equation set (8) is applied to the first quadrant only, a m,

the number of unknown coefficients is reduced by a factor of - F(x, y, n, m)] (10a)
two.

IIM. METHOD OF MOMENTS SOLUTION TO THE NEw EFIE a b,mf(X, y, n, m)
a m

The integral equations for each of the four symmetry cases
can be discretized by a method of moments. Here, two- = -D#Pn(x) sinh -y
dimensional subsectionally constant expansion functions are

used with collocation testing. The zones are equally divided,I aZ"[F(xY m n - 1)
respectively, along the x-axis and y-axis to simplify the pro- -
gramming procedure. A typical zoning scheme has 10 x 10 n a

zones on the whole plate. -Fx(x, y, m, n)] (10b)

The unknown coefficients of W(y), B(y), C(x) and where
D(x) are also expanded with the pulse basis functions. Notice
that the number of bases for these unknown coefficients is f(x, y, n, m)
equal to the number of edge zones preassigned to zeros for MAY RAX
the edge conditions to be enforced. = /

The major contribution to calculation efficiency by the use J m-IAyJn-I)Ax

of pulse basis functions is that the evaluation of vector poten- e_ lfx,_X)2 +(Y_y)211,2

tials need be performed once only. The individual kernel inte- e (Ila)
gral terms for all argument combinations, e.g.. different dis- 41r[(x' -x) 2 + (y' 2,/2 dx'dy' (la)

tance combinations, are computed first. Then, subscript entries X
are chosen from a storage matrix to construct the matrix equa- Fx(x, y, n, m) = cosh-y(x' - x)dx'
tion according to the symmetry conditions being assigned. 0

As one example of the implementation of the method of ,, x
moments solution, the symmetry of Kx = (e, e) and Ky(o, o) I)AX
is assumed. The currents are expanded in terms of pulse basis
functions with widths Ax and Ay: and

F (x', x", y, m ) = 4x [(x' x")
2 +(y m A y1 /'

bK 1(x, y) = Y 'anmP(x)Pm(y) (9a) 41rf(x'-X") 2 + -(y _mAy) 2 '/
n m (i c)

aK.(x, y= 1 bnmPn(x)Pm(y) (9b) By choosing matching points at the center of every partition

n m zone, and shrinking the number of unknown amplitudes to
one-quarter by using the symmetry properties of the currents.

where the following moment matrix equation is obtained

1= {I, (n - I)A1 _<,1 < nAi7 [Gij,.nmlqpxqp [Qijnmiqpxqp 1[.nm]-
0, elsewhere. qpx Tij.mjqpxqp JL[[bnmli = 2J)

The derivative of current KY with respect to y is expanded where 2q is the partition number along the x direction and
as 2p is the partition number along the y direction, with the
y x restrictions n, i < q, m, j <_ p. The matrix entries are

57 KA(X, Y)= Z bnmPn(X
Sm Gij, nm = [f(xi, Yj. n, m) +f(x,, yj, 2q - n, m)

[{(y - (m - )Ay) - (y - mAy)I (9c)
+f(x,, y1, n, 2p - m) + f(x,, YS. 2q - n, 2p - m)I

where a.m and b,,n are coefficients to be determined, and a

and b are the length and width of the plate. Thus, the dis- (13a)
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Tij.nm = a [f(xt yj, n, m) -f(x, yj, 2q - n, m)
a

-f (xi, yj, n, 2p - m) + f (xi, yj, 2q - n, 2p - m)] (0)

(13b) 0 (3.4)
3.0

QIj.., [Fy(xi, yj, n, m - I) - F,(xi, yj, n, M) to-
a
-Fy(xi, yj, 2q - n, m - 1) - *'A) 0 (3)

+ Fy(xi, yj, 2q - n, m)] 3tc0

+ [-Fy(xi, yj, n, 2p - m - 1)

+ Fy(xi, y3 , n , 2p -im) (.) 0 (.2)

" Fy(xi, yj, 2q - n, 2p - M - 1) ,
-Fy(xi, yj, 2q - n, 2p - m) (13c)

I(e*e) 0,. .- (3.1)

Ri,.n =_l [Fx(xi, yj, m. n - 1) - Fx(xiyj, m, n)1.0a3.
+ F.(xi, yj, m, 2q -n - 1)

- Fx(xi, yj, m, 2q - n)] -2.0 -2 -I -1 . 0

+ [Fx(xi, yj, 2p - m. n - 1) ca/c

-Fx(xi, yj, 2p - m, n) Fig. 2. Convergence of four natural modes to their thin-wire counterparts
as aspect ratio is varying. The squares show the locations of the first four

+ FAxI, yj, 2p - m, 2q - n - !) thin-wire modes selected from the first layer.

- F(xi, yj, 2p - m, 2q - n)] (13d) the evaluation of the matrix and its determinant. Many such

anm = ann (13e) evaluations are required in the course of iterating the root
locations. It is thus significant to have a good approximation

bffbl (13f) to the coupling integrals and vector potentials.

xi = 0.5a - (i - 0.5)* Ax (13g) Different approximations are applied in the calculation of
the interaction matrix. For the self-patches, i.e., the patch in
which the match point is located, the integration is performed

Note that when n = 1: analytically after the exponential function is approximated by

Gij,. nm= -Pm(Yj) cosh fxi 1 in order to avoid the numerical singularity. For the patches
adjacent to the matching patch, the integrals are well-behaved

Rij. nm = 0 and are evaluated numerically.

n, = W, IV. NUMERICAL CONVERGENCE

while when m = 1:
The usefulness of the formulation (8) depends heavily on its

Tij,nm = -Pn(x)sinh-fyj numerical convergence properties. Two tests of convergence
for the formulation are discussed in this section. One exam-
ines pole convergence in the thin-strip limit, and the other

bnm = Da. examines convergence as the number of basis functions is in-

The matrix in (12) is a function of complex frequency, and creased.

a complex resonance occurs when this matrix has a zero de- Intuitively, a rectangular plate approaches a thin strip when

terminant. The condition to guarantee the existence of natural the aspect ratio, which is defined as the ratio of width to

resonances is therefore length, is very small. As is well know, a thin strip is related
to an equivalent dipole. One test is performed by observing

F[Gjj.nmlqpxqp [Qij.nmjqpxqp 1 the trajectory of some typical poles when the aspect ratio is
det | = 0. (14) diminished. It is expected that the convergence of those poles

L1[Rijnmqpxqp [Tj,nmlqpxqp I to thin-wire modes should be apparent an'. uniform.
It can be seen that this determinant is an analytic function It is instructive to note that for the given coordinate system,

in the complex plane, since the original integral equation is only the modes with symmetries of K, = (e, e); K. = (o, o)
differentiable on the surface of the plate. Any standard root and K, = (o, e); Ky = (e, o) can reduce to thin-wire modes
search algorithm can be used to locate the zeros of the deter- since it is nonphysical that the x-component of currents is
minant. The subroutine SEARCH [91 is called as a preliminary antisymmetric with respect to the x-axis in the thin-strip limit.
procedure to locate all dominant poles in the complex plane, Fig. 2 provides some insight into the convergence of poles
and then the subroutine C05NBF in the NAG library is used to thin-wire counterparts for a range of aspect ratios. Two
to improve the accuracy of the pole locations. All symmetry modes denoted by (e, e) result from the symmetry case of
cases can be handled in this manner. K1 = (e, e); Ky(o, o), while the other two denoted by (o, e)

A premium on computational efficiency has to be placed in result from the symmetry case of K, = (o, e); K, = (e, o).
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I4 1 =(e,e) & lY=(o,o) 1x=(e,e) & ly=(o,o)
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Fig. 3. Different partition schemes are applied to the first mode (I, = (e, e) Fig. 4. Different partition sche ns are applied to the second mode (I x
and 1, 1= (o. o)) with various aspect ratios. (e, e) and i, = (o, o)) with various aspect ratios.

The first four thin-wire modes from the first layer of poles a convergent rate is expected as six,. ten, and 16 pulses have
are displayed by small squares to serve as the limits of the been used within half a wavelength to present currents on the
trajectories. Each solid line is a trajectory of one mode. The plate.
trajectory is started with aspect ratio = I and stepped with a Fig. 4 shows the result of the second pole. The same nota-
step size of 0. 1. It is observed that the four poles converge tions are used as in Fig. 3. From Fig. 4, good agreement
apparently and uniformly to thin-strip limits, between the trajectories with 10 x 10 zones and that with

An MM solution to the formulation (8) is the discretiza- 16 x 16 zones for a range of aspect ratios are again observed.
tion of the electrical field integral equation. Mathematically, It is also seen that the result with 6 x 6 partitions is less ac-
this procedure is an approximation with a finite-dimension curate as the aspect ratio decreases. This discrepancy is at-
space to an infinite-dimension space. The convergence of any tributed to the fact that six pulses are not enough to present
numerical scheme implies 'that the error induced by finite- the currents within a range of one wavelength.
dimensional approximation is uniformly decreased as the di- At this point the conclusion is made that for the first few
mensions, which are used to discretize the integral equation, dominant modes a 10 x 10 partition scheme is good enough
are increased. A strong numerical verification of this con- to discretize the integral equation. As a rule of thumb, the
vergence is beyond the available capability of any computer applicability of a partition scheme could be estimated by the
system, but convergence tests on a few dominant modes with criteria that more than six pulses are required to present the
a varying number of basis functions provide good insight into currents in one wavelength range.
the convergent rate.

As typical examples, the first two modes with symmetry V. NUMERICAL RESULTS

of K, = (e, e); KY = (o, o) are investigated with results Extensive computations have been conducted to locate all
shown in Figs. 3 and 4. Three different partition schemes are the dominant poles in the complex plane for each symmetry
employed. They are identified as 6 x 6, 10 x 10. and 16 x 16 case and to solve for the current distributions for those natural
partition zones on the whole plate. modes. However, only representive natual modes for selected

Fig. 3 shows the convergence of the first pole with various poles are presented here. This section provides the pole tra-
aspect ratios. The comparison with different partition zones is jectorieE of the first few dominant modes for each symmetry
shown as the dotted line (6 x 6), dashed line (10 x 10), and case, and .-esents some typical modal current distributions.
solid line (16 x 16). Excellent agreement between the dashed It was stated previously that the pole location is found by
line and the solid line is seen for varying aspect ratios. The the zero searching of the moment matrix determinant. The
trajectory with 10 x 10 partitions is very close to that with determinant is an analytic function in the complex plane, and
16 x 16 partitions. Even with 6 x 6 partitions, the result is thus the pole location is two dimensional. If a 10 x 10 parti-
close enough to that with more partitions. It is seen that this tioning is used to discretize the integral equation, a 50 x 50
special dominant mode converges very fast. Physically, such moment matrix is created. To search for a zero on the complex
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Fig. 5. Pole locations of four possible symmetry cases with various aspect ratios.

plane, the determinant of the 50 x 50 matrix is evaluated iter- The applicability of the method is due to the analyticity of the
atively and thus the selection of an appropriate pole location moment matrix determinant and the locality of its poles.
algorithm is very important. Once the complex plane has been scanned for zeros b)

The method proposed by Singaraju, Gir, and Baum 191 is using the SEARCH subroutine which is the code of abov(
based on the theorem that relates the variation of the argu- algorithm, the output poles are served as initial guesses tt
ment of a complex function integrated along a contour to the be improved by calling the NAG library. The called NA(
number of zeros and poles within the range bounded by the subroutine is named C05NBF, which is generated based c-
coutour. This approach is used conveniently and successfully an iterative algorithm.
iii the present problem for the preliminary location of a pole The locations of poles for a rectangular plate are given it
before an iterative method is used to improve the precision. Figs. 5(a)-5(d). Only poles in the third quadrant are displayet
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;ince any physical pole has a negative real part, and all poles
ire arranged with conjugate symmetry, as deducted from the
:onjugate property of the integral equation formulation. The
poles displayed are normalized by the length of the plate and
the speed of light. Each solid line is a trajectory of one pole,
the trajectory is initiated with aspect ratio of 1.0, and stepped - 4. I

with a size 0.1 in terms of aspect ratio.Fig. 5(a) shows the pole trajectories with symmetry of
Kx = (e, e); Ky = (o, o), where a associated with the .3121

real axis is the damping coefficient, w associated the imag- .6563 .96,

inary axis is the radian frequency, and I, and ly are defined .33

as 1, = K,.b, and ly = Kya. With this symmetry, the x-

component of currents is symmetric with respect to both the ,4/u

x- and y-axes. The currents with this symmetry are easily ex- 388.6

cited on a plate placed on a ground plane, and illuminated by a
normally incident pulse. This will be discussed further in the
next section. Out of the 11 modes displayed, there are two 2!9.0

special poles whose real parts are diminished as the aspect -
ratio is decreased. They are closely related to the thin-wire
counterparts. In the thin-strip limit they go to the first and the
third thin-wire modes. The physical significance of their be-
havior resides in their dominance over the other modes since
they have smaller damping coefficients. In contrast, all the
other modes move in the negative direction as the aspect ratio
is decreased. In other words, these modes imply that the scat- .6563
tered field from the plate is reduced as the plate approaches a . .0312

square. The unusual phenomenon is due to a complex induced 14/t

current on the plate. Another interesting phenomenon is due
to the fact the third mode.has a "loop" trajectory. The same Fig. 6. Amplitude distributions of x- and y-components of surface currents

natural frequency is reached at two aspect ratios. associated with the fir, mode (1, = (e. e) and Iy(o, o). b/a = 0.75 and

Fig. 5(b) shows the pole trajectory with symmetry of saIc = -0.8087 +j2.,!

Kx = (o, o); Ky = (e, e). With this symmetry, the x-
component of currents is antisymmetric with respect to both components distributed on the whole plate are displayed along
the x- and y-axes. It was mentioned previously that the modes the z-axis, and the origin of the xy-plane has been displaced
with this symmetry cannot be related to any cylindrical wire by one quadrant to make the plots clear. It is noted that the
modes since the antisymmetry of the x-component current with displayed amplitude values are normalized current densities.
respect to the x-axis cannot be physical in the thin-strip limit. i.e., , = K, b. and ly = Ky.a. The dominance of the x-
It is noted that modes belonging to symmetry Kx = (e, e); component of the current is seen by comparing the amplitudes
K, = (o, o) are identical with those belonging to symmetry of two components of currents. The x-component is almost ten
K, = (o, o); K, = (e, e) on a square plate. This identity is times larger. The symmetric shape and the edge effect at two
equivalent to the 90' rotation of the coordinate system. edges of y = 0 and y = I are apparently manifested.

Figs. 5(c) and 5(d) show the results of the other symmetry Fig. 7 gives the modal current distribution of the first mode
cases. The poles for these two cases are located within a less with the symmetry K, = (e, o); Ky = (o, e). Fig. 8 gives
negative range as the dominant modes have smaller damp- the modal current distribution of the second mode with the
ing coefficients. The modes in "deeper" layers have not been symmetry K, = (o, e); K' = (e, o). The one-cycle variation
determined in both the x- and y-directions is very obvious here. The shape

Each natural mode is a two-component complex-valued vec- similarity is also observed.
tor function of two variables. Since the poles are distributed on The natural modes are characterized here by the trajectories
the left-half complex plane with conjugate symmetry, any ex- and the current distributions. The modes are observed gener-
cited mode is accompanied by its conjugate mode. The pure ally to be consistent with physical expectations. But a good
contribution to the resonance comes from the real parts of theory should be consistent with experiment. The next section
complex-valued amplitudes of currents. Thus only the real gives an experimental investigation into the extraction of nat-
parts of the complex currents solved from the moment matrix ural modes from a measured response to verify the analytic
equation, are plotted in a three-dimensional format. The am- results.
plitude distributions displayed belong to a pair of conjugate
modes. VI. EXPERIMENTAL VERIFICATION

The three-dimensional plots shown in Fig. 6 are the current
distributions of the first dominant mode with the symmetry The SEM analysis of transient scattering problems is based
K, = (e, e); Ky = (o, o). The current amplitudch of the two entirely on the conjecture that the late-time scattered field re-
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sponse of a conducting target can be completely represented
by a summation of damped sinusoid functions. It is thus ex-
tremely prudent to verify experimentally the natural resonance
behavior of a rectangular plate, and at the same time to af-
firm the natural resonance obtained from theory by comparing
them to those extracted from a measured response.

-'. ," A striking confirmation of the theory is shown in Fig. 9.
This shows the experimental geometry and the measured scat-

-18.62 tered response of a 4 x 16 in rectangular plate placed per-
pendicular to the ground plane, as received by a monopole.

.634s .9-500 The coordinate system is chosen as indicated to align the x-
.6500 axis along the longer dimension. The external exciting pulse

, 0 .0500 is perpendicularly polarized. Due to the image effect of the
ground plane, the equivalent dimension of this plate is 8 x 16
in. It is interesting to note that the image plane prevents the
natural modes with symmetries of K, = (e, e); Ky = (o, o)
and K1 = (o, e); K, = (e, o) from being excited. The dot-
ted line indicates the beginning of the late-time portion of the
measured response.

Five natural frequencies have been extracted from the late-
_0.300 time portion of the measured response using the continuation

method [101, [I1]. Out of the five modes, the first two are of
symmetry Kx = (o, o); Ky = (e, e), and the other three are

"3-1 .500 .900 of symmetry Kx = (o, o); Ky = (e, e). In order to confirm
j - .300 the reliability of the experimental result, the late-time response

/ is reconstructed by using the extracted five modes and com-

Fig. 7. Amplitude distributions of x- and y-components of surface currents pared to the original data. Fig. 9(a) provides a comparison
associated with the first mode (1, = (e. o) and I. = (o. e. b a o.6 between the natural frequencies experimentally extracted and
and sO/C -1.073 + j4 .739). those predicted from theory. The agreement of radian frequen-

cies between experiment and theory is excellent. As we mi-,ht
expect, the agreement of damping coefficients is not sai;
ing since the experimental extraction of damping coefficte
is very noise-sensitive. At the same time the available modes
predicted from the existing formulation are listed in the table
under Fig. 9(b) [81. We can see that the existing formulation
works equally well for the dominant modes, but there are two
absent modes here which are experimentally measurable.

.29 1 ,As the last example, Figs. 10(a) and 10(b) show the ex-
•, perimental results using a 10 x 4 in rectangular plate. Four

•,0 . natural modes are extracted from the measured response, and
they are compared with theory. The comparison between the

reconstructed late-time response and the received original re-
sponse implies that more higher order modes are required
to present this response. For the chosen coordinate, only the
modes with symmetries of K, = (e, e), Ky = (o, o) and
K , = (e, o); K, = (o, e) are excited. The first mode is

. the dominant mode. and the consistency between theory and
, '. experiment is apparent. The fourth mode is actually the dom-

•-- / inant mode with symmetry of K1 = (e, o); Ky = (o, e). as
, is also well verified by experiment.

VII. CONCLUSION

.,, .. O • A new coupled surface integral equation formulation for
determination of natural frequencies of a rectangular plate has

.100 been proposed. The numerical solutions to this formulation

by the method of moments and extensive numerical results
Fig 8 Amplitude distributions of x- and y-component,, ot ,urf cc currents have been presented. An experiment has been conducted to

associted with the second mode (I, = (o, e) iand 1,(e. o. b a - 1.0
and soic -1.409 + j7.98), verify the natural frequencies predicted by the theory. It seems
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Abstract:

The singularity expansion method (SEM) for quantifying the transient

electromagnetic scattering from targets illuminated by pulsed EM radiation is

reviewed. SEM representations for both induced currents and scattered fields

are presented. Natural-resonance-based target identification schemes, based

upon the SEM, are described. Various techniques for the extraction of

natural-resonaT *e modes from measured transient response waveforms are

reviewed. Discriminant waveforms for target identification, synthesized based

upon the complex natural-resonance frequencies of the relevant targets, are

exposed. Particular attention is given to the aspect-independent (extinction)

E-pulse and (single-mode) S-pulse discriminant waveforms which, when convolved

with the late-time pulse response of a matched target, produce null or mono-

mode responses, respectively, through natural-mode annihilation. Extensive

experimental results for practical target models are included to validate the

E-pulse target discrimin, ion technique. Finally, anticipated future exten-

sions and areas requiring additional research are identified.
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I. Introduction

The singularity expansion method (SEM) was introduced in 1971 as a way to

represent the solution of electromagnetic interaction or scattering problems

in terms of the singularities in the complex-frequency (s or two-sided-

Laplace-transform) plane [3]. Particularly for the pole terms associated with

a scatterer (natural frequencies), their factored form separates the depend-

encies on various parameters of the incident field, observer location, and

scatterer characteristics, with equally simple form in frequency (poles) and

time (damped sinusoids) domains. Besides the application to EMP (nuclear

electromagnetic pulse) interaction problems, it was recognized from the begin-

ning that SEM was useful for scatterer identification due to the aspect-inde-

pendent nature of the pole locations in the complex frequency plane.

There has been quite a lot of work done on SEM since the basic structure

was outlined in 1971 [45]. The complete bibliography is far too lengthy to be

included here, but is included in [29]. There are several book chapters and

review papers which summarize the major parts of SEN theory [17,19,23,24,45];

one of these summarizes numerical examples of surface currents [19]. Here we

also mention the early papers which began SEH [3-5].

II. Singularity Expansion of Currents on Scatterers

As in Fig. 1, let there be some finite-size object in free space. While

this is typically taken as a perfectly conducting object with only a surface

current density on the surface S (with coordinate rs) the results are readily

generalized to volume current density. The general coordinate r is chosen

referenced to the center of the minimum circumscribing sphere (radius a) of

the scatterer for optimum aspect-independent convergence of the poles series

[30,57].

The incident field is taken as a plane wave with electric field

o(inc) , (inc)(;,) - Eof(t (2.1)

7 - s - complex frequency (Laplace-transform variable)C'

c - (A0o )-1/2 n speed of light, ! -direction of incidence

1p - direction of polarization (1 " O)

f(t) - waveform, - - Laplace transform (two sided)



The surface current density is related to the incident field via an integral

equation

< t(rsr;s);s(',s) >(- '(inc) s) . !S( s) ' (inc)( s s) (2.2)

TS(r s ) S('S)l(S), m identity - I + i I + I

S-rs ) - outward pointing normal to S.

Here we have taken the impedance or E-field integral equation. Any other such

equation will also do since here we are concerned only with the general form

of the solution, rather than numerical computations. The kernel Z (r r';s)
t s s

here is symmetric and involves the free-space dyadic Green's function [58].

Denote the symmetric product (no implied conjugation) as < , > involving

integration over the common coordinates.

The SEM form of the solution is

( - a- - i " s s )to0
Js(rsS) - E0 Z Z(s )'i(1 p)is (rs)[S-S] e (2.3)

a a

+ singularities of ?(s) + possible entire function

where only first-order poles have been included, but poles of higher order are

possible in special circumstances [17,24]. We have the terms

4; -. -0 -# -
< z t(r s r;s);js (r;) >-

a
Sa (- s - ntrlmd

sa - natural frequency, Ya , is (r )s natural mode
a

-(pI*<P) "- l i (2.4)

a p

- coupling coefficient.

In time domain the poles [s-sa] e are replaced by e u(t-to).

Note the inclusion of a turn-on time t since the definition of t-O is arbi-
0

trary (say-a/c, or first arrival at the scatterer) [30].



While we are not concerned here with numerical computations per se, it is

instructive to think of the general integral equation (2.2) as a matrix equa-

tion (via the moment method) with N expansion and N testing functions [19]

(here chosen symmetrically) as

(Z (s))o( s (s)) -(tinc)(s)) (2.5)
ntm n n

Then (2.4) becomes

(2 (s )).(s ) - (0 n), det((2 t  (s ))) - 0 (2.6)
n,m n n,m

(E(inc)(s ))j s)

t a s a

SE (s) (is 1. (2 (s)) "(s 1
n n,m S-Sa n

Since these terms are experimentally observable and can be obtained from

scattering data [53], then all correct formulations (integral equations or

other) must give the same results. As can be seen in these formulas the s

are aspect independent (i.e. independent of the incident-field parameters),

this being a powerful result which will be discussed later in the context of

scatterer identification. In the context of computations, the determinant

equation in (2.6) gives a means of calculating the s . While one can find the

zeros of det((2 t  (s))) b- various iterative procedures, there are two power-
n,mful contour-integral techr ques involving the argument number (generalized)

and the residue theorem wr .ch rely on the property of the determinant as an

analytic function in the complex s plane [24].

One of the important early SEM results was that the response (2.3)

included no branch integrals provided we are dealing with a finite-size,

perfectly-conducting (or suitable-simple-media) object and the exciting wave-

form had no branch cuts [3,4]. Two-dimensional objects (infinite in one

direction), on the other hand, do have a branch contribution [19]. If the

object is embedded in an infinite lossy medium, there is also a branch cut

introduced [31]. Branch cuts are readily included in the SEM formalism when

needed and can be thought of as a continuous distribution of poles [24].

There is the case of the elusive entire function (or singularity at c=).

While this is an area of continuing research, let us briefly summarize what is

currently known. Assume that the turn-on time to in (2.3) is judiciously



chosen so that it is when or before the incident wave reaches the observation

position on S [19], and no sooner than the earliest time that the pole series

converges (301. The numerical results for step-function incident waves (?(s)

- l/s) show that no entire function is required in this case for the various

example problems (19]. Furthermore there is no pole at s - 0 due to the lack

of scatterer response there [3]. The impulse (6 function) response is another

matter. As discussed in [40] this leads to an "essential entire function"

related to the physical optics terms. Similarly, if one considers an antenna

(such as a gap in a wire), one can have such an entire function as a simple

additive constant in the input admittance [24,27]. Asymptotic behavior as s-0

and s-'c can help in establishing the best form to use [24]. Note that this

entire-function determination is separate from what is the most efficient

early-time representation. Instead of summing up a large number of poles, one

can use a small number of high-frequency terms (GTD) involving physical optics

and creeping waves [40].

Mentioning a few related topics, there is the eigenmode expansion method

(EEM) in which the integral operator in (2.2.) is diagonalized to give s-

dependent eigenmodes which can be used to order the natural modes [17,24].

This is not unique in the sense that there are various integral equations that

one can ',3e, giving different sets of eigenmodes. The impedance integral

equation is of interest, in that one can consider the synthesis of eigenimpe-

dances (shifting natural frequencies by imT ance loading of the scatterer).

There is also the whole subject of synthesis of equivalent circuits from the

SEM representation of antennas and scatterers (24].

III. Extension to Scattered Far Fields

Consideration of the currents on the scatterer has already led to the

location of the s in the s plane (aspect independent) as a useful property

for identification. Extending to the far fields one can ask if there are

other potentially useful properties. Early considerations of this were in

terms of far natural modes [6,15,17,19].

Recently a more complete theory has emerged [58]. The far scattered

field is written in SEM form as

)-ro) s-s] -"(s-s )t
Ef(rs) 4-r e z ?(s )Wa f ( 1r l).Ip a-s e

a

2 --,1r
s <w2  (r ); -2 (r -ls
AO s s as tsr;)>

Q s-sa
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C f ro - r d C ) (3.1)

(tl) - t1e a 1 s.s 3 > r (r) " <Tre r s a

T 1 1 - 1ipi, T - T r r r (transverse identities)

Note the reciprocity relationship

C r 't) a (-Ir a(1191d (3.2

The scattering residue for the sa pole takes the form of a single dyad (for a

single mode 1s (non degenerate)) which, taken as a 2x2 matrix, has zero

determinant, this property being observable in experimental scattering data.

Note that for each pole the polarization of the far field is determined by the
st

vector r tr )' which in combination with the complex exponential e a u(t-t0 )
a

gives what can be termed elliptical spiral polarization. This is a charac-

teristic of the scatterer, not the incident field, and so can be termed a

scatterer polarization vector (as seen at the observer). Referring to Fig. 1,

one can interpret this scatterer polarization as the average direction of the

natural mode currents (Jr) as weighted by the integral with 7a along the Tr

direction. For long slender objects this gives a simple geometric interpreta-

tion.

Figure 1 gives the unit vectors for incident and far scattered fields.

Note that in the far-field expansion one cannot in general let Isl -- since

the transition from near to far field is in general a function of s. In time

domain this appears in the form of errors in the expression for very small

time changes which do not concern us here.

In terms of coupling coefficients (scalars) we have

17f (1i l - wm.I f (I J.).! - far coupling coefficient
a ~r m' p a M.fa r' 1 p

1 7r (lrJm)7a (lit p) (3.3)

w
n (llftp) _ a. T p.e (I ) - coupling coefficient

a p sapo p 1

1r ( 1rm) -s Po T. r 1r) - recoupling coefficient
rm



If we normalize q so that it has value 1 (and peak magnitude) at 1 1 p

I 1Po and similarly for q r then we can havep 0r

m- , r -- 1 (3.4)mo po ro 1

0 p0 0 0

which gives the reciprocity-related result

(n)) - (n)(- .
a 1'il p nr (- p (3.5)

with superscript n denoting the normalized coefficients. Then the normalized

far coupling coefficient is

jr' im 1' p) - r'r r m)na( 1l'1 P (3.6)

For the case of backscattering with measurement parallel to the incident field

we have

lba (tllp - fira (-I 1 p )17 a(T11i1) - Walp .Cb (-[1 '1 1).p

Gb (111 1) - a (l)Ca (11) (symmetric dyad) (3.7)
a

In normalized form this is

,(n) ( (n) p) (n) (2ppp(n(b 1'p r I ,()1 ) - [(n)(-(l,1p)2 (3.8
rba p )r ( a ] (3.8)

(ni)This is a powerful result in that it implies that one can measure either n

(far field) or n (on S) and infer the other. Note that this applies for a

case (typical) of non-degenerate modes.

If one has the various polarizations in transmission and reception avail-

able, then one can deal with the scattering residue dyadic. For backscatter-

ing, we have the usual (for radar) h,v coordinate orientations as in Fig. 1.

Then it is convenient to introduce

cb 1 Wb (i) " C(1I)ca(l1) a ( I ) - w C a (l ) (3.9)



In this form the c is what is measurable in (3.1), the normalization

constant being an artifice of ;caling the natural mode. For non-degenerate

modes this dyad is characterized by a single 2-component (transverse) complex

vector. This is to be compared to the usual case of a backscattering dyad as

a symmetric (due to reciprocity) 2x2 matrix characterized by three complex

numbers.

If there is a modal degeneracy, the situation is a bit more complicated.

This occurs for a body of revolutimn (C. symmetry) which, it it has a symmetry

plane containing the axis, gives a two-fold degeneracy with symmetric and

antisymmetric parts with respect to the symmetry plane P through the observer.

Then (3.9) generalizes to (5 real numbers)

Cba(1l) Csya, (Il)Csy, (i1) + Cas,a (l1 cas,a'

- cb l (l)sy( lsy(l1) + cb ,a(Inas(Il)nas(11) (3.10)

In terms of h,v components the 2x2 matrix has (transverse components only)

- - cb (a )
a n,m bh,h ( v,v h,v

- cb (Il)cb (11)

sy,a 1 as,' (3.11)

tr( b ( 1 r(( bn,m I1 bh,h 1)+Cbv,v(1)

-cb ,(11) + cb (l
sy, 1 b as,a'

from which both eigenvalues are readily determined. The normalized eigenvec-

tors are real unit vectors.

The various types of scattering residue dyadics treated in [58] are

summarized in Table 1. Note that further reductions occur for cases where s

is on the negative real axis of the s plane due to the real-valued nature of

measurable parameters there.

In the context of the far field, the entire function contribution is

further complicated due to the time derivative (or multiplication by s) in

going from currents to far fields. This emphasizes the high-frequency or

0 

.



fast-time-change (early-time plus posstbly other times) part of the scattered

field, where the entire function should contribute most. Appropriate choice

of the incident-field waveform F(t) should suppress this somewhat, say by

beginning the waveform as a ramp function. This requires further investiga-

tion. Note also that as s-o the far-field approximation breaks down, further

complicating matters. In any event, the pole terms contain the information

discussed here so our concern is being able to find these in the experimental

data.

IV. Natural-Resonance-Based Target Discrimination

The SEM exposed in Sections II and III suggests that the late-time scat-

tered field of a target, interrogated by pulsed EM radiation, can be repre-

sented as a sum of natural-resonance modes. Since the excitation-independent

natural frequencies depend upon the detailed size and shape of the target,

then the full complement of those frequencies is unique to a specific target

and provides a potential basis for its identification. A prominent early

effort to approximate the transient and impulse response of a target was that

of [2]. Here the emphasis was on the early-time (profile function) and late-

time ramp response (polarizability), while the presence of a resonance region

was recognized. This was followed by attempts [8,9,11,12,64] to identify and

discriminate targets by examination of the natural-frequency content in their

pulse-response waveforms. Other efforts on target imaging (10,16,201 were

based upon the broadband transient responses of those targets. These methods

are limited by the low energy content in the late-time transient responses of

practical low-Q targets.

Identification of targets based upon their natural resonances precipi-

tated extensive research on the extraction of natural frequencies from meas-

ured target pulse responses. The first such efforts [13,18] were based upon

Prony's method, but in the practical low signal-to-noise environment only one

or several modes could be reliably extracted using that inherently ill-condi-

tioned algorithm. Various improvements to Prony's method included [261, where

an effort was made to identify and exclude non-physical "curve-fitting" poles.

Finally, efforts to overcome the ill-conditioned nature of natural-frequency

extraction from noisy measured data (35,54] exploited the use of multiple data

sets.

Various discriminant waveforms, synthesized to identify a specific target

response from among an ensemble of such returns, have emerged. These are

linear time-domain filters which, when convolved with the target responses to

0



which they are matched, annihilate pre-selected natural-frequency content of

those responses. The excitation-independent natural frequencies of the

relevant target can be measured in the laboratory using scale-model targets in

an optimal low-noise environment. The first such synthesized signal was

Kennaugh's K-pulse (281, defined as that waveform of minimal duration which

would "kill" all the natural modes in the resulting target response. More

recent discrimination waveforms [44,49] are the (extinction) E-pulse and

(single-mode) S-pulse, which are detailed below. The E-pulse is synthesized

to annihilate, when convolved with a band-limited late-time target pulse

response, all natural modes present in that response. The S-pulse is an E-

pulse synthesized to annihilate all but one natural mode of a target, so when

it is convolved with that target response a single natural mode emerges.

Characteristics of the K-pulse and the E-pulse have recently (521 been com-

pared. A similar discriminant pulse [551, based upon natural-mode annihila-

tion, has been conceptualized using a different synthesis scheme. Parametric

modeling methods have also been exploited [25] to identify targets from their

transient electromagnetic returns. Discriminant waveforms for any number of

targets can be synthesized, based upon -natural frequencies measured in the

laboratory, and stored in disk files for subsequent convolution with a meas-

ured target return to discriminate that target. The most recent efforts on

discriminant waveform synthesis [50,53,60,65] have resulted in methods to

construct those signals directly from measured target response data, without

a-priori knowledge of the natural frequencies. Each of those techniques

ultimately yields the natural frequencies from zeros of the corresponding

discriminant signal spectrum. Synthesis of the E-pulse is detailed below, as

well as its implementation for natural-mode extraction and target

discrimination.

Synthesis conditions for an E-pulse waveform can be easily established.

It has been shown that the scattered field response of a conducting object can

be written in the late-time as a sum of damped sinusoids

N atr(t) - E a n• n coS(W nt + 0 n)  t > t L  (4.1)
n- n

where TL is the beginning of the late-time response, an and 0n are the aspect

dependent amplitude and phase of the nth mode, s - a + jw, and only N modes

are assumed excited by the incident field waveform. The convolution of an E-

pulse waveform e(t) having duration Te switch the above response is given by



N a
c(t) - nEL % (sn) e  n cos(w n +on) (4.2)

where Vn is dependent on e(t) and
T

E(s) - L(e(t)) - foTe  ()e'Stdt (4.3)
0

is the Laplace transform of the E-pulse. Constructing an E-pulse to produce a

null late-time convolved response, c(t) - 0, is seen to require

E(sn E(s n 1 : n < N (4.4)

A single-mode extraction signal necessitates the same except for n o m to

leave the mch mode Ounextinguished* in the convolved response.

The E-pulse is represented as

e(t) - ef (t) + ee(t) (4.5)

where ef (t) is a forcing component which excites the target's response, and

e (t) is an extinction component which extinguishes the response due to e f(t).

The forcing component is chosen freely, while the extinccion component is

expanded in a set of basis functions

M
ee (t) - E aMf M() (4.6)

i-i

and the synthesis conditions are applied. For an E-pulse designed to extin-

guish all the modes of a target response, (4.4) results in a matrix equation

for the basis function aLlitudes

Fl (sl) F2 (sl) I " F M(s) a1 Efis i )

F ISN) F2(SN) • F (sN ) 02 E fsN)

F (st) F (st) 9 * FM(st) E (sQ (.7

F (s*) F2(sA) * . F,(s*) a Efis)

where

Fm(s) - L(fm(t)), Ef(S) - LUef(W)

and H - 2N is chosen to make the matrix square. Note that if a DC offset

artifact is present in the measured response the E-pulse can be synthesized to

remove the DC by demanding, in addition to the above requirements, E(s-0) - 0.



The matrix equation (4.7) has a solution for any choice of E-pulse dura-

tion. However, for some choices of T the determinant of the matrix vanishes,

and (4.7) has a solution only if e f(t) - 0. This type of E-pulse is termed a
"natural" E-pulse, while all others are called "forced" E-pulses.

A variety of basis functions have been used in the expansion (4.6),

including 6-functions [44,51], Fourier cosines [39], damped sinusoids [33],

and polynomials [42,43]. While each choice has its own important motivation,

perhaps the most versatile expansion is in terms of subsectional basis func-

tions [49]

f g(t-[m-l]6) (m-1)4 : t < m4
f M(t) - (4.8)m l 0 elsewhere

so that T - 2NA and

e

Fm(s ) - ZmFl(s)eSA, Z - e-s A  (4.9)

giving a matrix of the Vandermonde type. The determinant of this matrix is

zero when

A- p7, p- 1,2,3 ... < k < N (4.10)wk'

revealing that the duration of a natural E-pulse is only dependent upon the

imaginary part of one of the natural frequencies. The minimum natural E-pulse

duration is just

T - 2N -- (4.11)
max

where w max is the largest radian frequency among the modes.

Early researchers interested in experimentally determining natural fre-

quencies concentrated on Prony's method [13,21,46] but soon found the tech-

nique to be highly sensitive to both random noise and estimates of the number

of poles present in the data [22,25]. In its basic form, Prony's method is

inherently an ill-conditioned algorithm [1], but several recent improvements

have made the scheme more robust AJ2] while techniques have also been devised

for estimating pole content [37,61]. A variety of other techniques for

resonance extraction have been introduced, including the pencil-of-function

methods [34,48,59] and several nonlinear [38,47,58] and combined linear-non-



linear (7,141 least square approaches. In addition, Ksienski [411 has out-

lined the benefits of using multiple data sets, while Baum has stressed the

importance of incorporating a priori information about the scatterer [36].

Particularly suited for radar target applications are a group of reso-

nance extraction techniques which synthesize the discriminant waveform direct-

ly from the measured data, and provide the natural resonance frequencies as a

by-product of the algorithm. Several authors have developed algorithms around

this approach (50,60,651 and typical is th(. E-pulse mode extraction scheme

described as follows.

Let rk(t) represent the scattered field, current or charge response of a

target to an interrogating waveform, measured at aspect angle k, k - 1,....,K.

The convolution of an E-pulse for the target with the measured response will

be zero at each aspect angle. Writing the convolution in the time domain and

using the expansion (4.6) gives

2N T T
Sam foe fm(t') rk(t - t')dt' - - 1 e ef(t')rk(t - t')dt' (4.12)

M-1

k - 1,2... K, t > T k + Te

where T is the beginning of late-time for the kth measurement and N is the

number of modes expected. Matching both sides of the equation at discrete

times t 2, 1 - 1,2,...,L, yields a matrix equation for the E-pulse amplitudes

(am}. Generally the product KL is chosen to be greater than 2N, so that the

matrix equation is overdetermined, and a solution is obtained using least

squares and the singular-value decomposition. Once the E-pulse waveform is

determined, the natural frequencies in the measured response can be determined

by solving for the roots is ) to E(s) - 0. That is, if the convolution ofn

rk(t) and e(t) is zero, E(s) must be zero at the complex frequencies compris-

ing rk(t). If subsectional basis functions are used in the E-pulse expansion,

and the forcing function is chosen to be an identical subsectional function,

then by (4.9) the solutions to E(s) - 0 are merely the roots of a polynomial

equation

2N+l
Z a Zm - 0 (4.13)

m-i m

where a2N+l is the amplitude of the forcing pulse.

The above scheme is found to be quite insensitive to both the presence of

random Gaussian noise and to estimates of the modal content of the measured

11



data, if the proper E-pulse duration is used. See [53] for typical results

using measured data. Incorporating multiple aspect data is important, as the

modal amplitudes (an) are highly aspect dependent--some modes may not be

excited at certain aspects.

Empirical results show that if Te is chosen to be less than the minimum

natural E-pulse duration (4.11) the resulting E-pulse is highly oscillatory

with a majority of its energy above wmax [42] and poor results are obtained in

the presence of random noise. It is tempting to solve (4.12) in the least

squares sense and choose the E-Dulse duration which produces a minimum error,

but this approach is often misleading. For certain values of Te a good solu-

tion to (4.12) may produce solutions to (4.13) which are poor approximations

to the actual resonant frequencies present in rk(t). This dilemma can be

resolved by choosing the value of TC which results in the solution to (4.13)

which best reproduces the measured data; i.e., T is chosen to minimize
e

£ - E ek - E Irk(t) - r k(t)l 2  (4.14)
k k ek

where Gk is the late-time energy in rk(t), rk(t) is the reconstructed waveform

^ N a Ct 
rk(t) Z ane n aoS(Wnt + nk) (4.15)

n-l

and the norm is over the late time t > T + T . Here (sn -a n + jWn
) are the

Lk A C~ r h
solutions to (4.13) while (ak, nk) minimize ek with Te and Isn} fixed.

Interestingly, an E-pulse duration found in this manner very often approaches

that of a natural E-pulse (4.10), suggesting that the naLiral E-pulse is

optimum for target discrimination in the presence of random noise.

V. Experimental Validation of the E-pulse Method

The E-pulse radar target discrimination scheme has been successfully

demonstrated on numerous occasions using measurements taken on a ground plane

range [44,49,63]. Recently, a time domain anechoic chamber has been imple-

mented at Michigan State University for the purpose of demonstrating the E-

pulse technique in a free field environment. The chamber allows a simulation

of the free-space r..ar environment where realistic scale-model targets can be

illuminated at arbitrary aspect and polarization.

The chamber is 24' long by 12' wide by 12' high and is lined with 12"

p',amid absorber. A pulse generator provides a half nanosecond duration

pulse to an American Electronic Laboratories model H-1734 wideband horn (0.5-6



GHz) which has been resistively loaded to reduce inherent oscillations, and

the field scattered from a radar target is received by an identical horn. A

waveform processing oscilloscope is used to acquire the received signal and

the data is then passed to a microcomputer for processing and analysis.

Accurate discrimination among eight different target models at a variety

of aspects has been demonstrated using the free field range. The targets,

shown in Fig. 2, include simple aluminum models as well as detailed cast-metal

models, and range in fuselage length of from six to eighteen inches. Fig. 3

shows the responses of the big F-15 and A-10 target models measured at a 45°

aspect angle (0 aspect is nose-on to the horns), with the early and lat3-time

portions of the responses indicated. Note that the late-time period begins at

different times for the two targets, due to their dissimilar sizes. E-pulse

waveforms have been constructed to eliminate all the modes of each target

using the E-pulse mode extraction scheme with measurements from five differ-

ent aspect angles. These waveforms are shown in Fig. 4.

Discrimination between the big F-15 and the A-10 can be accomplished by

convolving the E-pulses with the measured responses, and observing which E-

pulse produces the smallest late-time output. First assume the 450 response

of the big F-15 is from an unknown target. Figure 5a shows the convolutions

of the two E-pulses with this response. Clearly the big F-15 E-pulse produces

the smaller late-time signal, and thus the response is identified as coming

from a big F-15 aircraft. For the complementary situation, assume the 45°

response of the A-1O is from an unknown target. Figure 5b shows the convolu-

tions of the E-pulses with this response. In this case the A-10 E-pulse

produces the smaller late-time signal, indicating the response is from an A-10

aircraft.

As the number of prospective targets becomes large, a visual inspection

of the convolved outputs becomes more subjective, and eventually impractical.

A scheme has therefore been devised to automate the discrimination decision.

Ideally, if the E-pulse convolutions were uncorrupted, the energy ratio

IT LEE c2(t)dt

E T LES (5.1)

so e e2(t)dt

would be zero only for the correct E-pulse. Here c(t) . the convolution of

the E-pulse e(t) with the measured response, and TLES iz the earliest time at



which the unknown target convolution is CERTAIN to be a unique series of

natural modes

T - T + 2T (5.2)LES e r

where Tr is the one-way transit time of the largest dimension of the target

corresponding to the E-pulse. (The largest dimension must be used since the

target aspect is unknown.) The end of the energy window, TLEE, is chosen so

that the window width, TLEE- TLES, is the same for all convolutions.

To show that successful discrimination is possible regardless of target

aspect, E-pulses for the eight targets have been convolved with the responses

of the big F-15 measured at five different aspect angles from 0* (nose-on) to

900 (broadside). The energy ratio (5.1) has been plotted as a function of

aspect angle in Fig. 6 for each expected target. It is obvious that for all

aspects tested the big F-15 produces the smallest late-time convolved

response, with a minimum 10 dB difference in late-time energy. Thus, the big

F-15 is identified from ..)ng all the possible targets at each aspect angle.

Finally, discrimination among all eight targets can be demonstrated when

any of the eight is the unknown target. Table 2 shows the energy ratios (5.1)

obtained by assuming that each target in turn is the unknown target and con-

volving the E-pulses for each of the eight expected targets with the response

of the unknown target. Here the target responses were all measured at 45*

aspect. Accurate discrimination for each target is indicated by the minimum

energy ratio being due to the E-pulse of the unknown target. For example, the

convolution of the F-18 E-pulse with the F-18 response produces a late-time

energy 29.8 dB below that produced by the convolution of the medium 707 E-

pulse with the F-18 response, and 15.3 dB below that produced by the convolu-

tion of the B-1 bomber E-pulse with the F-18 response.

VI. Extensions and Implementation

The theoretical basis for the application of SEM concepts to aspect-

independent target identification/discrimination is rather well established

and the feasibility of the E-pulse scheme has been well verified in the

laboratory with scale models of various aircraft as described in this paper.

A possible radar system based on the E-pulse techniques has been discussed

previously [441. To advance this scheme to practical application, there

remain scme major tasks to be investigated: (1) the design of optimal trans-

mitting and receiving antennas and associated optimal waveforms, (2) the



generation of high power EM pulses, and (3) the refinement of the E-pulse

synthesis technique.

Concerning the first task of the antenna and waveform design for this

system, there is very little work done. Considering various aircraft targets,

major resonant mode frequencies are of the order of a few to tens of MHz,

implying pulse widths in the range of ten to a hundred or so nanoseconds to

maximize energy content at these frequencies. To radiate and receive this

pulse waveform, various antenna elements such as tapered and resistively

loaded dipoles, radiating transmission line antennas and TEM horn antennas,

etc. should be investigated. An array of these elements could be used to

increase the signal strength and provide some beam steering capability. Two

or more such arrays, sufficiently separated, might be used to give more accu-

rate location of the target. Alternatively, one might combine such an array

with a more traditional radar designed for high spatial resolution. It is

also worthwhile to look into the possibility of modifying the antenna systems

of existing radar systems such as over-the-horizon radars which utilize a

similar frequency band.

There are other types of transmitted waveforms which may warrant con-

sideration for the E-pulse radar discrimination scheme. Since the transmitted

radar signal is intended to excite the resonant modes of the target, a wave-

form comprising a set of damped sinusoids resembling the target's resonance

modes may be transmitted instead of a pulse. Another interesting waveform may

be a set of cw sinusoids of different frequencies and finite durations to be

transmitted simultaneously to excite a set of selected resonant modes of the

target. Of course, the antenna design will be affected by the type of trans-

mitted waveform.

Regarding the second task of the generation of high power EM pulses,

there are indications that some types of high power EM pulse sources are

already available, developed in other fields such as for the electromagnetic

pulse.

Finally, the task of refining the E-pulse synthesis technique seems a

never ending effort. Even though we and other researchers have studied this

topic for many years, an optimal synthesis technique has yet to be developed.

The synthesis technique includes an accurate extraction of the natural fre-

quencies of the target from its measured pulse response, and the synthesis of

an optimal E-pulse waveform which provides the most sensitive discrimination

capability as well as the most robust noise tolerance.



Before ending this paper, two questions raised by a reviewer are

answered: (1) The E-pulse technique is designed for non-cooperative target

recognition. When it is used for IFF purpose, some unfriendly targets with

unknown structure information can only be identified as unknown targets, (2)

the E-pulse technique will be affected by a shift in the target's resonance

frequencies. However, the shift due to target motion is extremely small (in

the order of v/c where v is the target speed and c the speed of light) and

that due to target deformation can be taken into account for if the type of

deformation is known beforehand.
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E-Pulse BF15 MB707 BIB SB707 Fi8 TB747 SF15 A-10

Target
Response

BF15 -25.7 dB -11.8 -11.0 - 6.9 - 8.5 - 0.8 - 3.1 0

MB707 -20.0 -32.0 -16.9 - 9.1 - 9.6 - 3.3 - 4.8 0

BIB -11.2 0 -23.4 - 7.7 - 7.0 - 4.5 - 3.1 - 1.3

SB707 -16.7 - 0.8 -20.1 -25.1 - 8.0 0 - 2.5 - 3.8

FiB - 7.1 0 -14.5 - 2.6 -29.8 -11.8 - 1.9 - 4.6

TB747 -10.5 - 0.1 - 5.0 0 - 6.0 -21.5 - 3.0 - 1.5

SF15 -4.5 - 1.7 - 6.2 - 4.3 - 5.5 - 2.2 -11.4 0

A-10 9.2 -2.9 - 0.8 0 - 4.9 -10.9 - 6.8 -17.6

Table 2. Late-time energy in the convolutions of various E-pulses with
responses of various targets at 450 aspects.
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Appendix 10

NOISE CHARACTERISTICS OF THE E-PULSE TECHNIQUE
FOR TARGET DISCRIMINATION

W. M. Sun, K. M. Chen, D. P. Nyquist, and E. J. Rothwell

Department of Electrical Engineering

Michigan State University, East Lansing, MI 48824

Abstract--In previous papers, the E-pulse technique for radar target discrimina-

tion has been proposed and shown to be aspect iidependent This paper presents the

results of investigation on the noise characteristics of the E-pulse technique. An error

estimate is derived for extracting natural frequencies from measured responses by a

least-squares formulation. The signal-to-noise ratios of a target response before and

after the E-pulse convolution is analyzed. It is shown that the S/N ratios of a

response can be enhanced about 20 dB by the E-pulse convolution. Also presented is

the experimental verification of the large enhancement of SIN ratios after the E-pulse

convolution by using scale airplane models.

I. Introduction

The development of new radar target discrimination schemes has received consid-

erable attention recently [1-41. In previous papers, the E-pulse technique has been

proposed and applied successfully to various simulated targets, such as wire structures

[3,5], conducting plates [6] and scale airplane models [3,4,71. One of the most

encouraging attributes of the technique is its aspect independence, as demonstrated by

experiments (7]. But before the scheme is put into practice, its noise performance has

to be considered.

This work was supported by DARPA and ONR under Contract NOOO-14-87-K-0336.
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The E-pulse technique consists of synthesizing discriminant signals, including the

Extinction-pulse (E-pulse) and single-mode extraction pulses (S-pulses), based on the

natural frequencies of a target, and convolving those signals with radar returns from

the targets to be discriminated [4]. When the discriminant signals of a target are

numerically convolved with the lae-time response of the expected target, zero or

single-mode late-time responses are produced in the convolved outputs. However,

when the discrirninant signals of a target are convolved with radar return from a

different target, the convolved outputs are significantly different from zero or single-

mode responses in the late-time period.

This paper explores several aspects of noise characteristics of the E-pulse tech-

nique for target discrimination. First, a fairly good error estimate is sought for extract-

ing the natural frequencies from a measured target response by a least-squares method.

This estimation is based on a small perturbation model. Then the convolution of a

target's response with its corresponding E-pulse, which is synthesized based on the

noise perturbed natural frequencies, is evaluated. The visible variation of the E-pulse

waveform to the perturbation of the natural modes reflects the E-pulse's potential in

discrimination between similar sized targets, and it suggests the necessity for extrac-

tion of natural frequencies from scale models in a laboratory environment. Thereafter

the analysis on the signal-to-noise ratios is performed for a target's response before

and after the E-pulse convolution. A more than 20 dB enhancement of S/N ratio

results from the E-pulse convolution. The last section presents the experimental

verification of the noise performance of the E-pulse convolution.

IL Error Estimation on the Extraction of Natural Modes

The implementation of the E-pulse target discrimination scheme, which is based

on natural resonances of the target, needs accurate information about the natural fre-

quencies of a target. Unfortunately, for most realistic targets, theoretical and numeri-

cal determination of the natural resonances is impossible. Thus, the determination of

natural modes requires extracting the natural frequencies from measured responses of a

scale model. Since no experimental measurement can avoid envirenmental noise, it is
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prudent to obtain an error estimate of the natural frequencies extracted from the noise

contaminated measured responses.

Various numerical algorithms have been reported to extract the natural frequen-

cies of a target from measured responses [8-10]. The most popular technique is the

least-squares formulation, including minimization of a regularized ill-conditioned

least-squares equation [9] and minimization of the energy [10] in the late-time portion

of the convolution between the measured response and the E-pulse waveform. The

least-squares problem is a nonlinear one, so a strict error estimation is rather difficult.

To make the problem easier, only a linearized error estimation is pursued.

A fundamental assumption regarding a transient response of a target is that the

late-time part of the response can be represented by a sum of damped sinusoids [11].

The target response can consequently be modelled by the fitting function

N
g( x, t)= Y a,,e1 cos(CO~t+. (1)

NMI

where x is the vector of fitting parameters

x = [a,....,aN; 71 . 0 N; .. wN; 01O. N]r  (2)

The measured time-sampled data is written in a vector form

A
F=L (3)

and the fitting function is sampled into a vector at the same time instants as the meas-

ured data

g(x,tj)

G(x) =(4)

Lg(, M)
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The function to be minimized is given by the sum of the squared residues

h(x) = 11. - g(x,)1 2 = -(F - G)T(F - G) (5)

where T denotes the transposition of a matrix, and the derivative of (5) is denoted as

a-h(x)

Dh(x) = (6)

[,-.-h(X)j

The j'th component of (6) can be written in an explicit form as

(Dh(x))j =~x a,(i - Xv)(a A )

so that

Dh(x) = DGT(x) (G(x) - F) (7)

The requirement for minimization of the function h(x) is thus

Dh(x) = DGT(x) (G(x) - F) = 0 (8)

Now if an error is somehow introduced in the sampled data, the regression

parameters of x will be slightly different. Assuming that x, is the solution with sam-

pled data F, and that x2 is the solution with sampled data F 2, (8) is satisfied for both

x1 and X2.

Dh(x1) = DGT(x ) (G(x1) - FI) = 0 (9)

Dh(x 2) = DGT(x 2) (G(x 2) - F2) = 0. (10)

Subtracting (10) from (9) yields

DG(x) (G(x,) - FI) - DGT(x2) (G(X2) - F2) = 0 (11)

An equivalent form is provided by

[DGT(xT)-DGT(x 2)][G(xj)-F1] + DGT(x 2)[G(x 1)-G(x2 ) + F7-Fj = 0. (12)
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An exact estimate of the difference between x, and x2 is difficult, but if the per-

turbation of the sampled data is small, an approximate estimate based on (12) can be

constructed. Now the second-order derivative of the fitting function vector is used to

represent the differences of both the fitting function and its first order derivative

DGT(X,)-DGT(x2) = D2GT(x 2) (XI - x2) (13)

where D2G is a three-dimensional matrix and

G(x1 ) - G(x 2) = DTG(x 2) (x - x2) + I DDTG(x2)(xt - x2)(x1 - X 2) (14)
2

Then, (12) results in

D2GT(x 2) (z, - x2)(G(xl) - Ft) + DGT(x 2)[ DTG(x2)(xi - x2)

1 DDTG(x 2)(xi - x2)(x1 - x2) + F2 - F] = 0 (15)
2

It is assumed that the perturbation of sampled data is small, that is

JIF1 - F211

11F 111

By ignoring the higher order perturbations, (15) is linearized into a form

DGT(x2)( DTG(x 2)(xi - x 2) + F 2 - F1] = 0 (16)

An estimate for xI-x 2 is thus given by

x, - x2 = [DGT(x 2) DTG(x 2)f1t DGT(x.)(Fl - F2) (17)

It should be pointed out that (17) is created based on the squared-error function

(5), but the function often used in numerical algorithms is a regularized cost fuction

h(x), defined as

I2 r) MjX 02

2 j_ 2i.I I T

IF - G)2(F - G) + -,r) (x - xo)T(x - xO)

-- ~ 2 munnmmn nmm
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where z0 is a known vector. Here r = 1 gives the original minimization problem,

while 'ts 1 provides a better conditioned, regularized problem. Solving a series of

problems with -t progressing from 0 to 1 is called a continuation method. It is easy to

show the error estimate of (18) is

I1XI - X211 : I¢[DGT(x2) DTG(x 2) + (1-,x)I -I DGT(x2)II II(F1 - F2)II

= III [IF, - F211 (19)

with I the unit matrix and S defined as:

S = t [DGT(x2 ) DTG(x.l + (1--r) I T' OGT(x2) (20)

Fig. 1 shows the norm of the matrix. nen the G(X) is a three-mode fitting func-

tion for the impulse response of a 30 cr- thin wire. The impulse response is con-

structed based on the first five natural modes of the thin wire which has a 600 aspect

angle w.r.t. the direction of the incident wave. The M associated with the x axis is the

length of the vector F. Fig. 2 is the same plot as Fig. I except five natural modes are

sought in the fitting function of G(x). It is seen that the norm of the matrix S is

increased as r approaches unity. The norm of S is much bigger when five modes are

expected. This implies that when more than a resonable number of modes are

expected we may have poor results with some bad modes, though the rest are quite

accurate. The oscillations of the curves with r close to 1 reflect the ill-conditioned

nature of the original least-squares problem since when r = I, while the regularized

equation reduces to the original leist-squares problem. The norm of S is only the

maximum error estimate for the extracted natural frequencies. The practical applica-

tion of the least-squares method to (5) can result in much smaller error.

To see how the extracted natural frequencies can be shifted when the sampled

data is perturbed, Table 3.1 lists the first five natural frequencies of a 30 cm thin wire

extracted from an impulse response of the thin wire by means of a continuation

method. The impulse response is constructed based on the first five natural nodes. It

is seen that when the standard deviation of the added white uniform noise is less than

10% of the maximum amplitude of the data, the extracted modes are fairly close to the

true values.
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13L The E-Pulse Convolution With Natural Modes Perturbed

As most practical E-pulses are synthesized based on the extracted natural frequen-

cies, it is appropriate to ask the question of whether the E-pulse can eliminate the

natural resonances of late-time response scattered from an expected target, or how the

E-pulse convolution will be affected by the shifting of the expected natural frequen-

cies.

The convolution of an E-pulse of duration T, with the scattered field response

from a target is represented by [7]

N
c(-t) a,E(s)I ea';os (iv + w.) t > TL (21)

where the E(s) is the spectrum of the E-pulse given by

T.

E(s) = e(t) e-" dt = e(t) ' dt (22)

and E(s,) is E(s) evaluated at s. where s. is the n'th natural frequency of the target.

Now assume that a target is characterized by the natural frequencies si, ... , ;',

while the extracted natural frequencies from its scattered response are s°, -.. , SN.

The E-pulse synthesized for this target satisfies

7.
E(s) = e(t) e-'d dt = 0 (n=1,2 .... ) (23)

But the spectrum of the E-pulse is not zero at frequencies of st, , sN. Conse-

quently the late-time convolution of c(t) of (19) is not zero. The error can be

estimated as follows. Define

So = sO + as, (n.2....N) (24)

and suppose that the extracted so is very close to the true value of s.. If the relation-

ship

AS,, T, c (,l,2...,N) (25)
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holds, then (22) can be approximated as

E(s.) E(s) + A s. -L E(s)las SO

as= A $, -1 "s~(6

Thus the convolution of the E-pulse with a late-time scattered response from an

expected target has a nonzero amplitude of

c(t) = I als,- E(s,) e cos (o, + vj t > TL (27)

If the differences of A,... , AsN are sufficiently small, the late-time convolved output is

negligible.

In the preceeding section, it is shown that the extracted natural frequencies will

be perturbed if the experimental data is contaminated by noise. Since the synthesis of

the E-pulse is based on the natural frequencies extracted from measured responses, the

extracted frequencies are always perturbed from the exact frequencies. To view the

tolerable range of the perturbation on the natural frequencies, a numerical experiment

is performed on the impulse response of a thin wire.

Fig. 3 shows the backscattered impulse response of a thin wire oriented 450 w.r.t.

the incident wave. The impulse response is constructed with the first five modes. It is

observed that the early-time part of the impulse response is oscillatory. This early-

time response is faulty because an early-time response of a target can not be con-

structed with a sum of natural modes with the second-kind coupling coefficients. We

have ignored thi. faulty early-time response, since only the late-time response, which

is correct as depicted in Fig. 3, is needed for our analysis.

The first five natural frequencies are then perturbed by white Gaussian noise with

various deviations. This perturbation is directly applied to the narural frequencies.

Subsequently, the E-pulses are synthesized based on the noise perturbed natural fre-

quencies. Thereafter, the synthesized E-pulses are convolved respectively with the

impulse response of the thin wire shown in Fig. 3. The convolution result is shown

in Fig. 4. It is obvious that when the noise perturbation is more than 5%, the
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convolved responses in the late time are significantly different from the expected null

response. Fig. 5 shows the various E-pulses which are synthesized based on the noise

perturbed natural frequencies of the thin wire.

It is observed that the E-pulse synthesis and the E-pulse convolution are quite

sensitive to the perturbation of the natual frequencies. These results consequently

suggest that the natual frequencies must be extracted from scale-model targets in a

noise-controlled laboratory envirenment. However, it should be remembered that this

sensitivity of the E-pulse to the perturbation of the natural modes provides the E-pulse

technique with the potential to discriminate two similar sized targets.

It is interesting to note that if the natural frequencies of a target are assigned to

be second order zeros of E(s), so the derivative of the E-pulse complex spectrum is

also zero at any natural frequency of the target, then the convolved output of (27) will

remain zero. However when discrimination between two targets whose natural fre-

quencies are located close to each other in the complex plane is desired, the

difference between two late-time convolved outputs may not be large enough.

IV. Noise Performance of The E.Pulse Convolution

This section is devoted to identfying a statistical noise estimate when the E-pulse

technique is applied to the scattered response contaminated by noise. As a prelim-

inary analysis, only white additive stationary noise is considered.

When zero-mean stationary white noise of n(t) is considered, it is mathematically

implied that [12]

E[n(t)] = 0 (28)

R N(0) = -o8(,) (29)
2

and

. N0  (30)
2
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where E denotes the mean, R denotes the autocorrelation function, S denotes the

power spectrum of the noise and N0 is the amplitude of the power spectrum. Now a

target's response contaminated by noise is assumed to be

r(t) = ro(t) + n(t) (31)

with ro(t) being its uncontaminated response. The convolution of the response (31)

with an E-pulse waveform is given by

T.

c(t) = e(r) r(t - t') de

T. T. T

j e(') ro(t - t') dt' + e(t) n(-t')dt = co(t) + le(t) n(t-e')d (32)

The mean of the E-pulse convolved response is given by

T".

E[c(t)] = E[co(t)] + E[Ie(e') n(t-e)d] = co(t) (33)

and thv. autocorrelation function is evaluated as

R(tQ, t2) = E[ c(rj)c(r2) I

= Co(OC0( 2) + co(:) e(e) E~n(Q2-t)] de

T. ". T".

+ co0 2) e(t') E[n(t1-')J d + le(') de'e(t) E[n(Q-') n(t2-i)] di (34)

Using (28) and (29) leads to
T, T.

R,(t, t2) = co(t1 )co(t 2) + -L je(t') de'e(i) 8(ti-( - t2+t) dt

= Co(I)Co(t2) + NO je(') e(t2-+t) dt (35)



The variance of the E-pulse convolved response takes the value of

2(t) = R(t, t) - E2[c(t)]

NT. NNOTe(?)di= 0 P, (36)

where P, is the energy contained in the E-pulse waveform.

The noise model used here is an ideal one. More practical would be white noise

band limitted by the band-width of the system being considered. As an example, an

ideal low-pass system is considered. Its transfer function is

W(/ =f W(37)
W O = elsewhere

Then, the power spectrum of the noise output from system is

S.0 = - 0 Iwl() 2  (38)
2

and the associated autocorrelation function is

R.(,)=-- JW lwoI2exp(-2zrft) df

= WNo sin 2tWx  (39)

while the variance of the noise is obtained by

= RJ(O) - E[n(t)] = R,(O) = WNo  (40)

With (34), the autocorrelation function of the E-pulse convolved response for the case

of band-limited white noise can be shown to be

T. T. sn (tlt+'

sin2xW(tj-t2+t'-t)

Rtl r) c~t~c~q +WN ~e d et 2xtW(t-t 2+e-i) di (41)

The variance is deduced from (41) as

T. T.

Rg(r) = WNo e(e)dele(i ) sin2tW(t-t) di (42)
6 ~ e()2xWQr'-i)
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If the noise is specified with a standard deviation, then the parameter No can be

obtained with the help of (40) as long as the system bandwidth is given. The signal-

to-noise ratio before the E-pulse convolution is provided by

(S/N)o = 101og 0 WN (43)

while the signal-to-noise ratio after the E-pulse convolution can be evaluated from

(SIN), = 101ogl 0  . T., (44)
W~oj~e)dtj~i)sin2n!Et'-t) dt
WN°I~d)d/l~t)2xW(t')

where the bar denotes the average in a time period.

The behavior of the noise performance of the E-pulse convolution is described by

Figure 6 in which the signal-to-noise ratios are compared before and after the convoiu-

tion of the noise-contaminated impulse responses of a thin wire with its E-pulses. The

signal-to-noise ratios for different aspect angles are evaluated with (43) and (44). The

noise deviation associated with the x axis is the percentage of the maximum amplitude

in an impulse response. The 0 is the angle between the wave incident direction and

the thin wire axis. An ennhancement of about 20 dB after the E-pulse convolution has

been achieved.

V. Noise-Testing on Experimental Data

In the preceeding analysis, only the constructed thin wire responses are used as

examples. But the analysis is applicable to any response. To show the applicability,

extensive experiments with measured responses from airplane models have been con-

ducted. However only a few examples can be shown.

In the experiments conducted, very noisy radar responses are created by adding

extra white Gaussian noise to the measured responses of the targets. These noisy

responses are then convolved with the E-pulses of the targets. It is found that the E-

pulses are still effective in smothering the noise and are capable of discriminating
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between the expected and unexpected targets from these noisy responses.

Fig. 7.a shows the pulse response (the response excited by an incident Gaussian

pulse) of a B-707 aircraft model [3] measured at 900 aspect angle, without extra noise

added. Fig. 7.b is the convolved output of the pulse response of Fig. 7.a with the E-

pulse synthesized for the B-707 model. As expected, a very small output is produced

in the late-time portion of the convolved response. This identifies the pulse response

of Fig. 7.a to be from the expected B-707 model target.

Subsequently, a noisy response is generated by purposely adding Gaussian white

noise to the measured pulse response of the B-707 model shown in Fig. 7.a. The stan-

dard deviation of the noise is as large as 20% of the maximum amplitude of the meas-

ured response. The noise contaminated response is shown in Fig. 8.a. When this

noisy pulse response of Fig. 8.a is convolved with the E-pulse waveform of a B-707

model, a satisfactory convolved output, as shown in Fig. 8.b, is obtained. This con-

volved output resembles that of Fig. 7.b. The late-time response still remains small.

The signal-to-noise ratio is enhanced from -1.12 dB to 23.7 dB after the E-pulse con-

volution. This confirms that the B.707 model may be identified from the noisy pulse

response of Fig. 8.a.

Next, an attempt is made to discriminate an unexpected F-18 target model by

applying the E-pulse for the B-707 model to the noisy pulse responses of the wrong

target. Fig. 9.a is the pulse response of the F-18 model measured aL the same aspect

angle of 900 without extra noise added. When the response of Fig. 9.a is convolved

with the E-puse of the B-707 model, the convclved ourput is shown in Fig. 9.b. It is

seen that a relatively large late-time response is obtained. This is the indication of the

wrong target.

As done previously for the response of the B-707 model, the pulse response of

an F-18 model is contaminated with white Gaussian noise. The s.andard deviation is

kept to be 20% of the maximum amplitude of the measured response of the F-18

model. Fig. 10.a shows the resulting waveform. The noisy pulse response of Fig. 10.a

is subsequently convolved with the E-pulse of the B-707 model. The convolved out-

put is shown in Fig. 10.b. As compared to the result of Fig. 9.b, the convolved output
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of Fig. 10.b presents a relatively unchanged early-time response followed by a still

large and somewhat noisy late-time response. This late-time response is sufficiently

large to indicate that the noisy pulse response of Fig. 10.a is scattered from an unex-

pected target other than the B-707 model. In this case the signal-to-noise ratio is

enhanced from -2.43 dB to 30.1 dB after the E-pulse convolution.

VL Conclusion

Several aspects concerning the noise characteristics of the E-pulse technique for

radar target discrimination have been investigated. An error estimate on the extraction

of the natural frequencies of a target from measured responses has been given. It has

been shown that if a set of natural modes of a target is perturbed more than 5%, the

corresponding E-pulse waveform and the consequent convolution are significantly

different. This property provides the E-pulse with the potential to discriminate two

similar sized targets, and strongly suggests that the extraction of the natural frequen-

cies from measured responses must be done on a scale model in the laboratory

environment. Also, the signal-to-noise ratio of a response has been demonstrated to

be enhanced 20 dB by the E-pulse convolution. Thus the noise insensitivity of the E-

pulse convolution has been demonstrated.

Experimental results with the measured responses from scale airplane models

have verified the analysis in the paper. The scattered responses from two similar sized

airplane models with 20% extra white noise added can be used to discriminate the tar-

gets.
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Table 1 The first five natural frequencies of a 30 cm thin wire extracted from its
impulse response via a continuation method. The impulse response is constructed with
the first five modes and is contaminated with an uniform white noise.

Fig. I The norm of the matrix S (log10) when three modes are extracted from an
impulse response of a 30 cm thin wire ( e = 600 )

Fig. 2 The norm of the matrix S (log1 0) when five modes are extracted from an
impulse response of a 30 cm thin wire ( 0 = 600 )

Fig. 3 The impulse response of a 30 cm thin wire with a 450 angle w.r.t, to the
incident direction of the exciting wave.

Fig. 4 The impulse response 67 a 30 cm thin wire ( 9 -450 ) is convolved with
the E-pulses which are synthesized based on the noise-perturbed natural frequenci.es
of the thin -vir.

Fig. 5 The E-pulse waveforms synthesized fora 30 cm thin wire based on its
first five natural frequencies. The five natural frequencies are perturbed with Gaussian
white noise.

Fig. 6 Comparison of the signal to noise ratios before and after the impulse
responses of a 30 cm thin wire are convolved with its E-pulse. The first five natural
frequencies are used to construct the impulse responses and to synthesize the E-pulses
of the thin wire.

Fig. 7 (a) The measured scattered waveform of B-707 model at aspect angle of
900; (b) its convolved response with the E-pulse waveform of B-707 model

Fig. 8 (a) The noise contaminated (20% of maximum amplitude) scattered
waveform of B-707 model at aspect angle of 900; (b) its convolved response with the
E-pulse waveform of B-707 model

Fig. 9 (a) The measured scattered waveform of F-18 model at aspect angle of
900; (b) its convolved response with the E-pulse waveform of B-707 model

Fig. 10 (a) The noise contaminated (20% of maximum amplitude) scattered
waveform of F-18 model at aspect angle of 900; (b) its convolved response with the
E-pulse waveform of B-707 model



mode # theory no noise 5% noise 10% noise

S1  -0.2601+j2.906 -0.2601+j2.906 -0.2595+j2.901 -0.2667+j2.894

S2  -0.3808+j6.007 -0.3808+j6.007 -0.3862+j6.051 -0.3912+j5.988

S3  -0.4684+j9.060 -0.4684+j9.060 -0.4136+j 8.960 -0.2322+j9.193

S4 -0.5381+j 12.17 -0.5415+j 12.17 -1.1 178+j12.02 -0.4702+j 13.40

S5  -0.5997+j 15.24 -0.5997+j 15.25 -0.4716 j 14.98 -0.6789+j 15.09

Table I The first five natural frequencies of a 30 cm thin wire extracted from its
impulse response via a continuation method. The impulse response is constructed with
the first five modes and is contaminated with an uniform white noise.
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Fig. 1 The norm of the matrix S (log1 0) when three modes are extracted from an
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S1 = -0.2601+j2.906

20 S2 = -0.3808+j6.007
S3 = -0.4684+j9.060 x 109 radian

S4 = -0.5381+j 12.17
S5 = -0.5997+j 15.24
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Fig. 3 The impulse response of a 30 cm thin wire with a 450 angle w.r.t. to the

incident direction of the exciting wave.
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Fig. 4 The impulse response of a 30 cm thin wire ( 0 = 450) is convolved with the
E-pulses which are synthesized based on the noise-perturbed natural frequencies
of the thin wire.
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Fig. 5 The E-pulse waveforms synthesized for a 30 cm thin wire based on its first five
natural frequencies. The five natural frequencies are perturbed with Gaussian white
noise.
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Fig. 6 Comparison of the signal to noise ratios before and after the impulse responses
of a 30 cm thin wire are convolved with its E-pulse. The first five natural frequencies
are used to construct the impulse responses and to synthesize the E-pulses of the thin
wire.
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Fig. 7 (a) The measured scattered waveform of B-707 model at aspect angle of 900;

(b) its convolved response with the E-pulse waveform of B-707 model
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Fig. 8 (a) The noise contaminated (20% of maximum amplitude) scattered waveform
of B-707 model at aspect angle of 0';(b) its convolved response with the E-pulse
waveform of B-707 model
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Fig. 9 (a) The measured scattered waveform of F-18 model at aspect angle of 900; (b)
its convolved response with the E-pulse waveform of B-707 model
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Fig. 10 (a) The noise contaminated (20% of maximum amplitude) scattered waveform
of F-18 model at aspect angle of 900; (b) its convolved response with the E-pulse
waveform of B-707 model
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1. M CUrIw

The introduction of the singularity expansion method (SM4) by Baum (1]

rameed interest in transient electromagnetic scattering by providing a simple

mans of characterizing the response of a scatterer in term of its natural

resonances. S4 concepts are actively employed in radar target identification,

where natural resonaes are used as aspect-in-dernt target features [2]. An

important facet of target identification is the ability to discriminate targets

with subtle differences in gecmtry, such as aircraft wing angle and length.

Since a theoretical study of the effect of slight shifts in resonant frequencies

requires the calculation of a large number of sets of frequencies, sinple targets

such as wires are often enployed to minimize comutational effort.

To fully understand the effects of smll shifts in target geometry on

target discrimination it is not necessary to precisely determine the natural

frequencies, but rather to accurately quantify their change. To that end, this

paper introduces a sinple technique for approximating the natural frequencies of

an arbitrarily shaped thin wire, providing an efficient means to test target

discrimination algorithm.

A straight thin cylinder was one of the first structures to be analyzed

using the SM [3]. It was found that the dominant natural mode currents (those

with the smallest temporal danping rates) were nearly sinusoidal, each

representing a standing wave due to reflections from the ends of the wire. This

sinple picture is equally valid for a thin wire bent into an arbitrary shape, and

so a sinusoidal current distribution remains a valid approximation for the

resonant current. A transcendental equation for the natural frequencies based

on this approxirmtion is introduced, and the coupling coefficients for the
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current and backscattered field response are specified. Carparismn with nmrent

method solutions reveals that the approximate resonant frequencies are quite

accurate for modest perturbations fron a straight wire or circular loop.

II. MORE I '' ECURTICH FUR APIPdM4ATE NATURAL FREQECIES

Consider a thin wire of radius a and length L arranged along an arbitrary

axial path r in free space, as shown in Fig. 1. The arc length along the wire

axis is measured by the variable u with its origin chosen, for convenience, at

the origin of coordinates. The wire is illuminated by a transient plane wave

field travelling in the direction * with tine history f(t) and polarization 0.

In the Laplace frequency dentin this field is

where

w(F) F'#(2)

S (3)
C

and F(s) is the Laplace spectrun of f(t).

Using the thin wire approximation, the current induced on the surface of

the wire is replaced by an equivalent axial current 1(u). The field produced by
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the induced current is then, adopting the approach by ie [1

S,.)---L- fA C y8fl3-i 4 -&za' (4)

whore

R - Ir-"I (5)

and Q is the unit tangent to the wire axis at the axial point u. Applying the

boundary condition on the surface of the wire that the total tangential field

must be zero leads to the electric field integral equation (EFIE) for the current

induced in the wire

ago _i_ -~-ij() (6)

- 9I~a/(W)dul - -4xyduZ*EF().'I aul uer (6

Here, by the thin wire approximation, R is the distance from an axial source

point at axial position u' to a field point on the wire surface at axial position

U.

The natural resonances of the wire are defined through the unforced

solutions to (6). Spatially weighting (6) by the natural nmde current

distribution gives a transcendental equation for the natural frequencies of the

wire (s}
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fI(.)f rI a1(u) j _ - .ia !!')l t dui' - 0 (7)

r rJ IR

which could be solved if I(u) were kown. Integrating by parts, and using the

boundary condition that the current must be zero at the ends of an open wire, or

continuous on a closed loop, gives the more stable equation

+; .fd.g/I~g,)I~uP)]±.daaa - 0 (8)

where the derivative has been removed from the Green's function.

A typical approach to determining the natural frequencies is to solve the

homogeneous version of (6) for the natural mode current distribution and the

natural frequencies simultaneously. This requires a tedious moment method

solution, where the wire is discretized and a large matrix equation is solved

repeatedly during a root search [2]. Since there is no way of predetermining the

current distribution, the resulting natural frequencies are often hard to

separate.

A much simpler approximate solution for the natural frequencies can be

obtained by solving (8) with an appropriate approximation of the natural current.

It is well known that the dominant (first layer) resonant modes of a thin wire

are highly sinusoidal such that a satisfactory approximation for the nth mode

current distribution is
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IN =- Is(SOm 'xA x- , (9)

with an appropriate phase factor included for closed loop wires. Substituting

(9) into (8) gives a sinple transcendental equation for the nth mode natural

frequencies of the wire

F-(S) - F-(s) - 0 (10)

where

Ftfa) ffSr r L) R L

It is interesting to note that a zeroth order solution for the natural

frequencies can be obtained using the crude approxination

0--ya (12)
R

which yields

2 'j{ (13)
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Using (10) then given

-.JIIC (14)
L

which are the expected simple non-radiating resonant mode natural frequencies.

III. CUXIILMICN CL LMTE-TIM 7RAIE T cDRmuq nwc CK WIRE

The approximate late-time transient current induced in the thin wire can

be written as a singularity expansion over the dominant natural mode current

distributions [1]. In the frequency domain this expansion is

2W

0-I

where N is the number of dominant modes excited by the incident pulse waveform

f(t), aN(st) is the class-1 coupling coefficient for the nth mode and 11(u) is

given by (9). Note that both the coupling coefficients and the natural

frequencies appear in complex conjugate pairs; i.e., 5k = Sk , where * denotes

the complex conjugate.

The coupling coefficients are excitation dependent and can be computed as

follows. substituting the singularity expansion (15) into the integral equation

(6), multiplying both sides by the current distribution of the mth mode and

integrating gives

7



aa . ),#), lfd aI.(u) f[ F.L ( ...-Y=dzI€,t]iL - (16

-1 r r Fu; au (16)

- -4%sE 0 s)[ f.(u)a.9-,e"d,
r

Integrating by parts twice and using the boundary coritions on current at the

ends of the wire allows the roles of 1 and 3 to be swapped. Using reciprocity

of the Green's function then gives

1 a. ,.) -f I*() -¢a.aI.(] E - (17)
loot r r)1(7

- -41wse s)fI.(u)d-Oe-w'du
r

Now, taking the lmit as s - si, the left hand side is seen to be zero by virtue

of the definition of a natural mode (7) for all terns in the sum except n=m. The

n=m term produces an indeterminate form which can be evaluated using 1 'Hopital's

rule to yield the class-1 coupling coefficient. Substituting the approximate

current distribution (9) gives the approximate class-1 coupling coefficients for

the doidnant (first layer) modes
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a3sd - - :s E F4 , QX(S, (18)

where

Q*(,,)- fn )a-- -wdu (19)

Here , is a normalization coefficient given by

cS -c4-c; (20)

where

1[n / 1 I-'m'

2rr L L R1

The late-time current respcnse of the thin wire can now be evaluated by

inverting (15)

I~~t - ~ ~ .+~~ (22)
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IV. OFLKTIW C FIKD

Once the transient current an th. wire has been found, the far zcme

backcattered field is easily calculated by integrating over the current

distribution. The far zone field scattered by the wire can be calculated by

keeping terms only to 1/R in the general formilatiom for the transient field

radiated by a current source £6]. This gives

Ax 1xgloi-La' (23)

Using the standard far zone approxinatios that

R - r-P9 (24)

in the tim shift factor while

R - (25)

in the denza~ator, and

(26)

leads to

(rt 0xfx f a dul (27)
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as the far-zone scattered field.

Substitutin the current expansion (22) into the scattered field formula

(27) and noting that in the backscattered direction

ff - - - -w (28)

gives the backscattered field

r 0

where z = t - r/c. Finally, remerbering that the field polarization of the

incident field 0 mumt be orthogonal to the direction of propagation 0 leads to

m

E,(rt) - -0 Ar) 2-r +a(.Q(.~ (30)
4xr -~I

for the polarization ratched carponent of the far-zone backscattered field, where

,(s ) was defined in (19), and Re indicated the real part.

V. EIWLJ

As a simple first exmple, consider a plane wave with a unit step tine

history incident on a straight thin wire as shown in Fig. 2. The natural

frequencies s. o+ i obtained by solving (10) are shom in the figure for the

1 11



first ten dominant modes of the wire, along with the natural frequencies obtained

by solving the homogeneous version of (6) using the method of mmints (3].

Agreement is seen to be excellent for the imaginary parts, with a maximum error

of less than one per cent. The real parts are less accurate, showing a maximm

error of about 12%. Both these errors increase with modal index, as expected,

since the resonant current approximation (9) is most accurate for modes with the

least spatial variation of current.

Also shown in Fig. 2 is the current response to the incident step ane

wave, calculated at u=0.75L using (18) in (22) and the first ten dominant modes.

A comparison with the rmrant method results of Michalski (4, Fig. 3] shows

excellent agreement, suggesting that the relatively high error in the real parts

of the natural frequencies does not lead to an equivalently high error in

predicting the current response. This is not surprising. Based on experience

in mode extraction, accurate modelling of a response with natural modes is highly

insensitive to variations in the real parts of the natural frequencies, making

them difficult to extract from data (5].

Note that the time origin for the current response is at the first mament

the incident wave strikes the cylinder. Thus, the response should be zero until

t=0.65L/c, the time the incident field reaches the observation point at u=O .75L.

That this is not so is a reflection of the inability of the class-i coupling

coefficients to accurately represent the early-time response of the wire.

However, as explained in [4), the causal portion of the response is adequately

modelled using class-i coefficients.

The backscattered field step response of the cylinder shown in Fig. 2 has

also been calculated. Using (30) with the first ten approximate natural

frequencies yields the electric field waveform shown in Fig. 3. Note that since
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the early-tine current response was not accurately modelled using class-1

coefficients, the early-time of the backscattered field response will also be

inaccurate. However, the late-tine portion, beginning at t=1.73L/c, a time equal

to the two-way transit time of the cylinder times the cosine of the incidence

angle, should be well approximated. Note that it is this late-time period which

is needed in the study of radar target discrimination schemes such as the E-pulse

and K-pulse mthods [6).

As a second example, consider a thin wire elliptical loop, as shown in Fig.

4. The natural mode current distributions on the loop demonstrate two types of

symmtry, corresponding to either the sinusoidal or cosinusoidal distributions

in a circular loop. The current for sine modes is approximated using (9) while

cosine modes require a 900 phase jhift. The n=1 natural frequencies found by

solving (10) are caipared in Fig. 4 with those found using a momnt method

solution (7], as a function of ellipse eccentricity. Again, agreement is seen

to be very good, with the best results caming for the smallest eccentricity.

This is expected, since zero eccentricity corresponds to a circular loop, which

in fact has true sinusoidal natural mode current distributions (8].

Similar results are obtained for segmented wires as shown in Fig. 5. Here

a thin wire has been bent at its midpoint through a series of angles and the n=1

natural frequency has been calculated by solving (10). A camparison with results

obtained using the ~ment method for a right angle bend [9] shows reasonable

agreement.

As a last exawple, a compond bent wire has been constructed and its

current response to a one-nanosecond-pulse wavefront has been measured above a

conducting ground plane. The result is shown in Fig. 6. (Cnly one half of the

target was actually used, and only the odd nodes were excited, due to the image
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effect. For a description of the MW transient measurement range, see [10]).

A small circular loop current probe was used to sample the nagnetic field near

the surface of the wire, and thus the measured response is proportional to, by

Faraday's law, the derivative of the current response. The natural frequencies

of the wire were extracted from the late-time portion of the measured response

using an E-pulse technique C11] and are compared in Fig. 6 to those calculated

by solving (10). Agreement between the approximate theory and experiment is seen

to be excellent for the imaginary parts.

The current response of the compound wire has also been calculated, by

first finding the impulse response using F(s)--1 in (18) and then convolving with

the measured incident pulse waveform. Rather than attempting to integrate the

measured data to carae to the theory (an often difficult task, due to a pesky

DC offset present in the measured data), the theoretical current distribution

(22) has been analytically differentiated and the result plotted in Fig. 6.

Agreement during the late-time period is seen to be quite good.

VI. DISCuSSIct

This paper has introduced a simple approximation for the portion of the

natural response of an arbitrarily shaped thin wire scatterer that results from

the dominant (first layer) modes. Numerical and experimental results show that

the approximation is quite good. It is important to note that while modes of

higher complexity have been ignored in this simple analysis, they are not often

of practical value. The real parts of the simple first layer resonant modes are

usually much smaller (in magnitude) than those of more complex modes, and thus
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dcninate the response. This is especially true of measured responses, where

modes of higher cwmplexity fall beneath the noise level. Thus, good agreement

was seen between the measured and approximate responses of the compoumd wire

target of Fig. 6, even though higher complexity modes were ignored in the

analysis.

The benefits of using the approximate approach are twofold. First, by

specifying the order of the resonance (i.e., picking n) the complexity of solving

for the natural frequencies is reduced compared to the moment method. When using

the mmmnt method, all the frequencies are determined from the same hoogeneous

matrix equation, and their existence depends on the level of discretization of

the wire or representation of the current. (That is, if the current is not

allowed sufficient freedom to oscillate, higher order frequencies cannot be

obtained).

Second, the simple transcendental equation (10) is very stable (i.e., not

highly sensitive to integration accuracy), and allows for a rapid solution for

the natural frequencies. Many frequencies of a quite complicated wire can be

obtained in just a few minutes on an ordinary PC. This is extremely valuable

when the transient responses of several similar targets are needed for a

parametric analysis. For instance, it is possible to generate a large amount of

data for wire targets with slightly different geometries for use in evaluating

radar target identification schemes. In fact, since the change in natural

frequency is what affects the ability to discriminate, the approximate

frequencies are often sufficiently accurate.

As a last note, it is straightforward to generalize this approach to arrays

of thin wires of arbitrary shape. The natural frequencies are then obtained by

solving a determinental equation of order equal to the number of wires involved.
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FIG= CRTHS

Fig. 1. Geometry of an arbitrarily shaped thin wire scatterer.

Fig. 2. First ten natural frequencies s.L/c of a thin cylinder, and surface
current step response at u=0.75L calculated using first ten
frequencies of approximate theory.

Fig. 3. Backscattered field step response of a thin cylinder, calculated
using first ten frequencies of approximate theory.

Fig. 4. Variation of the n=1 sine and cosine mode resonant frequencies with
eccentricity for a thin wire elliptical loop.

Fig. 5. Variation of the n-1 resonant frequency with bend angle for a bent
wire.

Fig. 6. First six odd mode frequencies s.xlO"5 of a canmund wire, and
comparison of measured current pulse response with response
calculated using first six odd modes of approximate theory.
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Fig. 1. Geometry of an arbitrarily shaped tbin wire scatterer.
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Fig. 2. First ten natural frequencies s,,L/c of a thin cylinder, and surface
current step response at u-b. 75L calculated using first ten
frequomcie of approximte theory.
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